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Introduction

*Azure Machine Learning Studio is an interactive workspace to create a
predictive analysis model in cloud

*Creating experiments becomes easy Azure Machine Learning Studio
*We can drag and drop the datasets, modules, etc.. Into the canvas

*Creating proper connection between elements inside the canvas and
running it completes the experiment

*Experiments can be iterated until expected result is obtained

*Once finished the modal can be published as a web service so that It
can be accessed by others



W\ statinfer

Creating a Login

Fig1: Types of Workspaces

*Enter the URL

Click o ‘sign up’ s s s
* A window with three types of workspace
will appear(Guest, Free, Standard) -

*In ‘Free Workspace’ Sign in with Microsoft
account or if you don’t have Microsoft
account click ‘Sign up here’ g—
Fill up the credentials and get a Microsoft
account and sign in with that account

*The Azure ML studio will be like -

AUTHOR

Fig2: Azure ML studio


https://studio.azureml.net/
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Getting started with Azure

*Click the upper-left menu &
*Menu contains

Cortana Intelligence

A Azure Machine Learning

Home Fig3: Upper-left menu

*Cortana Intelligence

This takes you to Cortana Intelligence Suite which is a fully managed ‘big data and
advanced analytics suite’ to transform data into intelligent action

*Azure Machine Learning
Home
This page contains documentation, videos, webinars, etc..
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Getting started with Azure cont..

Studio:

PROJECTS - Combining related items such as experiments, notebook, datasets as
a group becomes a project

EXPERIMENTS - It has the experiments that we create and run or saved as drafts

WEB SERVICES - this contains the web services that we have deployed from our
experiments

NOTEBOOKS - Jupyter notebooks that we have created

DATASETS - Datasets that we have uploaded into Studio

TRAINED MODELS - Models that are trained for prediction gets saved into this
SETTINGS - used to configure your account and resources

*Gallery

Contains solutions created using components of the Cortana Intelligence Suite,by
various data scientist and developers
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Data Importing in Azure

Click on the Datasets icon - in the left pane, The Datasets page
appears

*Click the New button which is at bottom left corner
*The new window appears, select ‘From Local File’
*‘Upload a new Dataset’ window appears

In ‘select a file to upload’ field click on ‘choose file’ and locate the
file in the system and click add.

*Here we import Sales_by_country_v1.csv file

*The description field is optional, where we can specify a short
description about the Dataset

*Once finished click on the ¥ button and the Dataset gets
uploaded(this may take some time based on the size of the file)
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Data Importing in Azure cont..

Fig4:Datasets page Figh:New window

= Microsoft Azure Machine Learning Studio

datasets
Upload a new dataset from a local file
MY DATASETS ~ SAMPLE
MODULE
NAME SUBMITTED 8Y DESCRPTION DATATYE GRAATED y sz PROJCT p
B PROJECT
No datasets fourd

EXPERIMENT

NOTEBOOK
g DATASETS
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Data Importing in Azure cont..

Figé6: Upload dataset window Fig7: Dataset added to Datasets page

datasets

MY DATASETS  SAMPLES

Upload a new dataset

NAME SUBMITTED 8Y DESCRIPTION DATATYPE CREATED ¥ SIE PROJECT p
SELECT THE DATA TO UPLOAD:

_— L Sales_by_country v1.csv rangesh91 GenericCSV 6/5/2017 5,19:58 PM 60.22K8 None
Choose File |Sales_by_country_v1.csv

[[] This is the new version of an existing dataset
ENTER A NAME FOR THE NEW DATASET:

Sales_by_country_v1l.csv

SELECT A TYPE FOR THE NEW DATASET:

Generic CSV File with a header (.csv)

PROVIDE AN OPTIONAL DESCRIPTION:
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Creating and Saving Experiment

*Creating an experiment to find sum in numerical columns:
Click on the Experiments in the left pane
In experiment window click the button
Select blank experiment in the new window

New blank experiment is created, change the name that appears on the top of the
canvas

Select Saved datasets from the left pane of canvas, it contains “My Datasets and
Sample”

Select My Datasets ant it lists the datasets we have imported into studio

Select Sales_by_country_v1.csv, drag and drop into the canvas

Click on the output circle of Sales_by_country_v1.csv in canvas and select Visulize
A new window showing the basic statistics and visualizations will appear
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Creating and Saving Experiment

Search ‘Compute Elementary Statistics’ in left pane of canvas, and drag it to the
canvas

Connect the output circle of dataset to the input of Compute Elementary Statistics
Click on Compute Elementary Statistics, in properties window select sum in method
Click on launch column selector in properties window

In select column window, Include - Column Name - unitSold (name of the
column)

Click on ‘v
Click on save in the bottom pane to save the experiment
Click on Run E

Once finished running, right click on the output circle of Compute Elementary
Statistics and click on visualize

We can see the sum on unitsSold column
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Creating and Saving Experiment

Fig8: New Experiment Fig9: Change the name of the Experiment

Microsoft Azure Machine Learning Studio

< First Experiment
peniment items ,C)

= Saved Datasets

Trained Models

Transforms 1 ;
[
< tebar g 1 ;
DATASET pbearcn experiment templates - - s
= Data Format Conversions
MODULE - = A
5 Microsoft Samples Data Input and Output 3
PROJECT ]
Sample 1: Download Sample 2: Dataset i e 5 i B e i G
EXPERIMENT dataset from UCI: Adult 2 Processing and Analysis Data Transformation { “
& B class dataset Auto Imports Regression 1 1
NOTEBOOK ae B e e R Feature Selection e

Machine Learning I

Blank Experiment [ . q B“ OpenCV Library Modules

- s e ————

Python Language Modules | s

a
CR R Language Modules
2

| Statistical Functions < =

5% Text Analytics o

SET UP WEB
SERVICE
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Creating and Saving Experiment

Fig10: Selecting dataset Fig11: To visualize dataset

i First Experiment

Search experiment [tems

o)

a
l S
=] Saved Datasets

4 My Datasets i""i Sales_by_country_v1.csv
Adj_Sample.csv e T T T T AT T T @
AirPassengers.csv i J, Dowiiad
Book1.csv ‘L -
Fiberbits.csv I, SRR SIS ||_| Visualize
Final Exam Score.csv |
Product_sales.csv T ‘ o [E Generate Data Access Code..,
Sales_by_country_v1.... ‘
Webpage_Product S... Gl EhEs==c E; Cpen in a new Notebook »
Samples ; - ;

.” Trained Models




Creating and Saving Experiment

Fig12: Visulizing the dataset

rirst experiment

rows  columns

98 7

cust/d

View as

i ¥ [l

Sales by country

custCountry  productSold  salesChannel  unitsSold

4 Statistics

Fib13: Compute Elementary Statistics
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998
0
String Feature

\H M HH\ | ‘ ‘ 1 Unique Values
Missing Values

Congo SUPAIOT Retal 17 Feature Type
o A S g ——
Pangma DETAZ00~ Onlie E 4 \lisualizations
Tanzania,
Al custName
united vnine )
Republic of Histograr
c c1InA A 4 0 atol Not
Soutn Africa  SUPA104  Online 1 compare to| None
Ganon PURA200  Reta 170

Reta 129

U

First Experiment

.“. Sales_by_country_v1.csv

[Z” Compute Elementary Statisti...
(1)

)

Properties Project )

4 Compute Elementary Statistics
Method
Sum 1

Column set

Selected columns:
Column type: Numeric, All

Launch column selector




Creating and Saving Experiment

Fig14: Selecting Columns

Select columns

BY NAME Allow duplicates and preserve column order in selection

WITH RULES

Begin With
ALL COLUMNS IN(oReelUY NS

Include v | column names Y | | |Gnitssold x

Fig15: Visualizing the sum
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Basic Manipulation » Compute Elementary Statistics » Results dataset

view as

umns

4 Statistics

Mean

Median

Min

Max

Standard Deviation
Unique Values
Missing Values
Feature Type

4 Visualizations

108040

108040

108040

108040

NaN

1

0

Numeric Feature

Sum(unitsSold)
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Loading Experiment

Click on experiments in the left pane
*Click on the experiment name with which we saved
*This loads the experiment

Fig16: Selecting experiment Fig17: Loaded experiment

= Microsoft Azure Machine Learning Studio = Microsoft Azure Machine Learning Studio

experiments o < First Experiment
SSRGS S Search experiment items L
4 & Saved Datasets =
] NAME AUTHOR STATUS LASTEDITED |  PROJECT p =]
@ 4 My Datasets
st Experiment
2 s Adj_Sample.csv gga Sales_by_country_v1.csv

=) Experiment create... rangesh91 Finished 6/14/2017 12:37:32... None

(] Experiment create... rangesh91 Finished 6/13/2017 €:45:06 P... None g AirPassengers.csv

= Lab: Multiple Regr... rangeshg1 Finished 6/13/2017 6:21:30 P... None ﬁ Book1.csv

O Multiple Regressio... rangesh91 Finished 6/13/2017 5:08:18 P... None . Fiberbits.csv le Compute Elementary Statisti... +/

M Correlation - Copy ~ rangeshd1 Finished 6/13/2017 4:34:33 P... None N :

Final Exam Score.csv

J Multiple Regression  rangesh31 Draft 6/13/2017 2:20:15 P... None

) Product_sales.csv

5] Adjusted R-Square  rangeshdl Finished 6/13/2017 2:11:24 P... None

i Sales_by_country_v1....

o Ex:Multiple Regres... rangeshd1 Finished 6/12/2017 7:10:59 P... None

@ Sales By Country rangesh91 Draft 6/12/2017 4:49:42 P... None Webpage_Product S...

4 Samples
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Thank you
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We offer training on

Data Analytics

Data Visualization
Predictive Modelling
Data Science
Machine Learning
Deep Learning

R
Python
TensorFlow



http://www.statinfer.com/
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on Azure
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Sub setting the data

*Sub setting is that we are taking out a part of data from the dataset to
have a closer look in to it

*Sub setting can be done in columns, rows or both

*As of now for columns it is available azure where as for rows we use
R-script

*Import the dataset: ~/World Bank Data/GDP.csv
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Steps - Sub setting the data (Columns)

*Click on Experiments, drag and drop the GDP.csv dataset

*Search for ‘select columns from the dataset’ tile, drop it into the
canvas.

*Connect dataset to ‘select columns from the dataset’ tile

Click ‘select columns from the dataset’ tile, and look for ‘Launch
column selector’ in the prorerties window(right side)

*Select columns dialog box appears, left pane of that has two options,
‘By Name’ and ‘With Rules’

* By Name - will list the set of column names in the dataset

*With Rules - in this we can select columns by names, indices and
type(ie. Numeric, String, Integer)
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Steps - Sub setting the data (Columns)

*Select ‘By Names’ select the columns and click the tick button
*Click on Run

*Once finished running, select the output circle of ‘select columns
from the dataset’ tile and click visualize

*We can see the data with the selected columns



Steps - Sub setting the data (Columns)

Fig1: Launch Column Selector

Y

iﬁm Select Columns in Dataset )

0
v

p

* 4 Selct Columns n Dataet

Select columns

Fig2: Select Columns
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Selected columns;
Launch the selector ool to
make & selection

Launch column selector

Select columns

WITH RULES

AVAILABLE COLUMNS

Al Types ¥ | search columns

Country_code
Rank
Country

GDP

4 columns availzblz

SELECTED COLUMNS

Al Types v | zearch columns

0 columns selected




Steps - Sub setting the data (Columns)

Fig3: Select Visualize

Data Manipulation

P

E alar '8 1 intacat
AT Select Columns in Dataset

=]

gy Saveas Dataset

d]  Visualize

Fig4: Data with Selected Columns
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Data Manipulation » Select Columns in Dataset » Results dataset

VIEW as

i

columns

Lia

L

[es]
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Steps - Sub setting the data (Rows)

*For creating subset of rows we use R-script

- we shall take the output of selected columns as input for this
*Drag and drop dataset and select columns

*Search for ‘Execute R Script’ tile, drag and drop into the canvas

*Connect the output of selected columns to the first input port of
‘Execute R Script’

Click on ‘Execute R Script’, in the properties window we can write the
code for it(Code: fig-6)

* After writing the code, click on Run

*Once finished running click on the first output port to visualize the
output
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Steps - Sub setting the data (Rows)

Fig5: Add Execute R Script

Data Manipulation

(=)

ii GDP.csv

v

E .
AT Select Columns in Dataset

Fig6: R-Script

[(ﬁ Execute R Script

1 datasetl <- maml.mapInputPort(1) # class: data.frame
2

3 55 (- dataset[1:18,]

:

5 manl.mapOutputPort(“ss”);




Steps - Sub setting the data (Rows)

Fig7: Visualize

Data Manipulation

LN
EE GDP.csv

\

E .
ATl Select Columns in Dataset

/.
(R Exscute

igi Save as Dataset

@ [ ] Visualize

Fig8:Data with selected rows
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Data Manipulation » Execute R Script » Result Dataset
ronw's columns
10 2
Rank Country
view as
olilh
1 United States
2 China
=+ German
5 United Kingdom
o] France
g [taly
9 India
10 Fuzzizn Federation




W\ statinfer

Splitting data

*Splitting data, splits the data into two sets based on the given
condition
Splittng data has four modes:
Split Rows - splits the data into two sets based on the fraction value
Recommender split - splits data for training and testing
Regular expression - splits based on known value or part of value
Relative expression - splits based on the values in Numerical column

*Import the dataset: ~/World Bank Data/GDP.csv
*Here we split data based on GDP value(numeric)
*We use Relative expression to do this
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Steps - Splitting data

-Drag and drop the dataset into the canvas
*Search for ‘Split Data’ tile, drag and drop into the canvas
*Select Relative expression in the splitting mode(properties)

*In the expression box type the following expression:
\"GDP" > 1923400 (\”column name” operator value)

Click on run
*Once finished running visualize the output through both the ports



Steps - Splitting data

Fig9: Add Split Data

Fig10: Relative Expression
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Data Manipulation

fﬁ Spht Data

Properties  Project

4 Split Data
Splitting made

Relative Exprassion

Relational expression

\"GDP" » 1923400




Steps - Splitting data

Fig11: GDP > 1923400

Data Manipulation » Split Data » Results datasetl

Vigw as

il

columns

4

Country_code

Rank Country

[w)]

s

[
2
T

T

Fig12: GDP < 1923400
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OWS

185

view as

oill

)ata Manipulation » Split Data » Results dataset

columns

4

Country_code

Rank Country

Canadsa

5 Mexico
2] Indonesia
17 [Netherlands

-

Ruszian Federation

]
a
-

e

—
e
iy
[
Lt
[#4]
L
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Calculated fields

*We can perform mathematical operations between numerical fields in
a dataset

*This can be done between two columns (column1 + column2) or
between column and a constant

*The resultant column is the Calculated field

*To do this we use ‘Apply Math Operation’ tile

*We are going to find area of the car in the AutoDataset.csv
*Import Automobile Data Set/AutoDataset.csv
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Steps - Calculated fields

-Drag and drop AutoDataset.csv into the canvas
*Search for ‘Apply Math Operation’, drag and drop connect it to dataset

*Select ‘operation’ in the category, ‘multiply’ in basic operation,
‘column set’ operation argument type

*Select ‘length’ in operation argument and ‘height’ in column set
*Give output mode as Append

*Click run, visializing this we can see a column named
‘Multiply(length_height)’

*Add another ‘Apply Math Operation’ connect the first output to this

*Select ‘operation’ in the category, ‘multiply’ in basic operation,
‘column set’ operation argument type
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Steps - Calculated fields

*Select ‘width’ in operation argument and ‘Multiply(length_height)’ in
column set

*Give output mode as inplace

*Click on run, visualizing this we can see that the
Multiply(length_height) is updated with the new values

*To change the name of Multiply(length_height):
Search for Edit Metadata, drag and drop it into the canvas
Select Multiply(length_height) column in properties
Select Datatype - unchanged, Categorical - unchanged, Fields - unchanged
Give new column name as ‘Area’
Click on run

*Visualize the output of Edit Metadata



Steps - Calculated fields

Fig13: Apply Math Operation

Fig14: Visualization
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Data Manipulation ndt  Propertis Prjec
4 Apply Math Operation
Draft saved at 5:35:26 PM Category
iﬁi AutoDataset csv
p Operations
Basic aperation
Multiply
EI ’ Operation argument type
Apply Math Operation
|| APRYy P
m ColumnSet
v ‘
Operation argument
Selected columns:
Column names: lzngth
Launch column selector
Column set
Selected columns:
Column names: height
Launch column selector
Qutput mode
Append
L m| fa N von BN Y

Data Manipulation » Apply Math Operation » Results dataset
rows columns
205 27
pression- N peak- city- highway- ! o
horsepower rom mpd mpd price Multiply(height_length)
A PR A T T
m 5000 21 27 12405 523744
M 5000 21 27 16500 823744
154 5000 19 26 16500 8970.88
102 5500 24 30 13950 9589.38
115 5500 18 22 17450 9589.38
10 5500 19 25 15250 941463
10 5500 19 5 17710 10733 29 v
3
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Steps - Calculated fields

Fig15: Apply Math Operation fig:16: Visualization
| | i draf ‘ i ) I | i A (
fV|aﬂlpU|aTIOﬂ ndait— Properties Project . Data Manipulation » Apply Math Operation » Results dataset
4 4 Apply Math Operation
Draft saved at 5:48:28 PM rows columns
i“'i AutoDataset.cav Categary 205 27
) Operations v
Basic operation . . N
npression- . peak- city- highway- : R
uliply ’ - horsepower rom mpg mpg price Multiply(height_length)
Ehl Apply Math Operation v Operation argument type
| ' [ R T [
= il.. |||" il . I|I ||| - ol III-._ "I.... .| ||||.
Operation argument
Selected columns: 1M1 5000 21 27 12485 528019.904

Column names: width

EM Apply Math Operation

a Launch column selector il 5000 21 27 16500 528019.204
U/
Colum s 154 5000 19 26 16500 587592.64
Selected columns:
Column names: Multiply(height_lzngth) 102 5500 24 30 13950 634816.956
Launch column selector 15 5500 18 22 17450 636734832
Output mode 110 5500 19 25 15250 £24189.969

0
_n
=
=
]
—1
=

ThRAAL 4R

- 0 Aol s Inplace ' . 110 5500 19




Steps - Calculated fields

Fig17: Edit Metadata

Uata Manipulation

igi AutoDataset.csy

Y

zhl Apply Math peration
L

Y

Ehl Apply Math Operation
a

v

v

Y

B i Matadata
[\‘m Edit Metadata

1)
\/

I draft

Draft saved at 5:39:02 PM

o

Properties Project

4 Edit Metadata

Column

Fig18:Visualization
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Selected columns:
Column names: Multiplyheight_length)

Launch column selector

Data type
Unchanged

Categorical

Unchanged

Figldls

Unchanged

New column names

Data Manipulation

» Edit Metadata » Results dataset

Arez

rows celumns
205 27
ke cor_‘wpressinn- horsepower peak- city- highway- price Area
ratio rem mpg mpg
|I. || |||I|| |||"||I - I|I||I| -||||I|.__ |I|I.__. .I|||I|||.
9 M 5000 21 27 13485 528019.804
9 M 5000 21 27 16500 528019.804
9 154 5000 19 26 16500 587592 64
10 102 5500 24 30 13950 634516956
8 15 5500 18 22 17450 B36734.832
85 110 5500 19 25 15250 624189 969
A5 11N 5500 19 25 17710 TARIAL N4AR
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Sorting

*Sorting orders the data either ascending or descending based on the
value in the column

*As of how we don’t have direct sorting in azure
*We use R-Script code for sorting the data
*Import the dataset: ~/World Bank Data/GDP.csv
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Steps - Sorting

*Drag and drop GDP.csv into the canvas

-Drag and drop Execute R Script into the canvas
*Connect the dataset to Execute R Script
*Write the code to sort in properties

Click on run

*Once finished running, Visualize the data
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Steps - Sorting

Fig19: Execute R Script Fig20: R-Script Sorting

-
U Lrernt
§ (T

iai —— 1 datasetl ¢- maml.mapInputPort(1) # class: data.frame
o 2
1 55 (- dataset][order(datasetlsCountry), |
A
i 5 maml.mapOutputPort("ss");
[{ﬁ“ Execute R Script ]
1) )
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Steps - Sorting

Fig21: Visualization(sorted data)

Data Manipulation » Execute R Script » Result Dataset

rows columns

194 -
Country_code  Rank Country GDP

view as

s & [ T
ARG 108 Afghanistan 20038
ALE 127 Albania 13212
DZA 45 Algeria 213518
ADC 162 Andorra 2242
AGCO 58 Angola 138357
ATG 177 Antigua and Barbuda 1221
ARG 24 Argentina 537660
ARM 136 Armenia Te44
AUS 12 Australia 1454675
AUT 27 Austra 436888
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Removing duplicate values

*Duplicate values in the dataset may cause inconsistency in the data
processing

*Removing it from the data set solves the problem

*To remove the duplicate values in the data ‘Remove Duplicate Rows’
tile is used

*Import: Telecom Data Analysis/Bill.csv



W\ statinfer

Steps - Removing duplicate values

*Drag and drop bill.csv into the canvas

*Search for Remove Duplicate Rows, drag and drop into the canvas
In launch column selector, select all the columns

*Ensure that Retain first duplicate row is checked



Steps - Removing duplicate values

Fig22: Remove Duplicate Rows

Fig23: Select All Columns
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iﬁi Bill.csv

[

B Remove Duplicate Rows

i

(1)
\J

Properties Project

4 Remove Duplicate Rows

Key column selection filter expression

Selected columns:

Column names:

cust_id act_active_di package_id,bill_zip,cy
3

Launch column selector

+| Retain first duplicate row




Steps - Removing duplicate values

Fig24:Before Removing Duplicate Values

Data Manipulation » Bill.csv » dataset

rows
9462

view as

o

Fig25: After Removing Duplicate Values
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columns
=
cust_id act_active_dt package_id  bill_zip customer_segment
I | ""llllu | | ||||.
9243148208 2006-06- 24513 560095 S
- - 22T00:00:00
9243264060 00006 617691 580029 S
23T00:00:00
_ 2010-08-
8951056717 438 560037
8951061271 - 000 016488 600 F
2010-06-
39510339 438 560062 R
8951033996 S 00000 616488 fODAZ R
921079722 20009 614975 560017 G- TC
30T00:00:00
el ks T
8472656385 200°712 05662 585101 S

22T00:00:00

oo o

Data Manipulation » Remove Duplicate Rows » Results dataset

rows

9452

View as

oLl

columns
=
cust_id act_active_dt package_id bill_zip customer_sg
I "l"lllu | ||||.
2006-06-
9243148725 S4518 SE0025 S
9243148228 yot00.00:00 2B Je0ees
9243264060 2000706 617691 580029 S
= 23T00:00:00
_ 2010-08-
gcarEn e ce0037
8951061271 . 0o o0.0o 616488 &00 F
2010-06-
89510339 A58 560062 R
8951 9%  Serooooon 016488 60062 R
9241079722 00209 614975 560017 G- TC
- ©  30T00:00:00
20517~
8472656385 2002712 605662 585101 S

22700:00:00
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Joining datasets

Joining two datasets is done based on the primary key

- Joining has four types:
Inner Join
Full Outer Join
Left Outer Join
Left semi Join

*Import: TV Commercial Slots Analysis/orders.csv
*Import: TV Commercial Slots Analysis/slots.csv
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Steps - Joining datasets

*Drag and drop both the datasets into the canvas
*Search for ‘Join Data’ tile, drag and drop into the canvas

*Connect the first dataset to the first input port of ‘Join Data’ and
second dataset to the second input port of ‘Join Data’

*Select the Join Key for both the datasets
Select the type of join and click on run
*Once finished running, visualize the data



Steps - Joining datasets

Fig26: Orders.csv

Fig27: Slots.csv
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Data Manipulation » orders.

rows

1369

View as

i #

sv » dataset

ChAVR VAL BT ATN

columns
9
Unigue_id AD_ID Date Time
(m (m [ ([
SPYMYA2MC038416440 32 2014-01- 2017-06-
) .I'\. SAD H-’f'—
3333333333333 SPYMYAZMCO38  oo100:00:00  15T08:00:00
SPYMYAZMC 2014-01- 2017-06-
SPYMYAZMCO3841644041 o110 120 g_*lﬁq*l | 201 ﬁﬁﬂ
6666666666667 05T00:00:00  15T10:00:00
SPYMYAZMC038416440.45 2014-01- 2017-06-
SPYMYAZMCO3
8333333333333 SPYM 038 0s5100:0000  15T1:00:00
cpy f-.'-\a.u- c :". f'.'-\\u- 2‘-"1/._':'1_ 23 ?_8'6_
SPYMYAZMCO38416440  SPYMYAZMCO3S 4s100:00:00  15T00:00:00
SPYMYAZMC : 2014-01- 2017-06-
SPYMYAZMC038416440.54 (o ooy oo ;_1ﬁq1 2 ﬁﬁﬁ
1666666666667 05T00:00:00  15T13:00:00
SPYMYA2MC038416440.58 2014-01- 2017-06-

Data Manipulation » slots.csv » dataset

Mows columns
1764 17
Unique_id ADID Air Date Air Time
view as
i Bl |||||||I|| " "l"" ||||||||||
SPYMYAZ2MCO02 ( 2014-01- 2017-06-
:me C 3416440 04 <PYMIYAZMCO0 £,1ﬁ .1 | 201 _f‘_ﬂ
9166666666667 05T00:00:00  15T01:09:00
SPYMYABOAQT0416440.05 2014-01- 2017-06-
E:EP“;%E:;HQL:;EM 7 SPYMYAOADTO Salﬂulﬁu;o-oo 'TETWE-OU
SPYMYABOAD30416440 06 2014-01- 2017-06-
oy .-'V. .-".1." N “C
31944444444444 SPMITAB0ADS 05T00:00:00  15TO1:31:00
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Steps - Joining datasets

Fig28: Join Data

Fig29: Joined dataset
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Thank you
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Contents

Partition and Sampling

*Descriptive Statistics

Central Tendencies

Dispersion
*Quartiles and Percentiles
*Boxplots and Outlier Detection

*Creating Graphs
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Partition and Sampling

Partition and sampling allows to partition the dataset into samples

*In Azure, Partition and sample has four modes:
Assign to Folds - This assighs a humber to each sample

Pick Fold - picks a sample based on the number in Assign to Folds
Sampling - This gives random sample based on the fraction
Head - This gives the top n values of the dataset

*Import: Online Retail Sales Data/Online Retail.csv
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Steps - Partition and Sampling

*Sampling:
Drag and drop Online Retail.csv into the canvas
Search for ‘Partition and Sample’ module, drag and drop in to the canvas
Connect it to the dataset
Click on ‘Partition and Sample’, in properties select mode as sampling
Rate of sampling is the fraction for the sample(here we use 0.1 i.e. 10%)

Random seed accepts an positive integer, every time when we run with the same
number we get the same sample, if 0 means random sample

Stratified split for sampling is true means sampling occurs based on the column
specified

- Partition:
Drag and drop Online Retail.csv into the canvas
Search for ‘Partition and Sample’ module, drag and drop in to the canvas
Connect it to the dataset
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Steps - Partition and Sampling

Click on ‘Partition and Sample’, in properties select mode as Assign to Folds
Select a number for Random seed

Specify the partition method, evenly or customised

Number of Folds is the number of distinct samples we want(here we give 3)
Give stratified split as false

Drag and drop three more ‘Partition and Sample’ module

Connect the output of the previous one to these three

Select mode as Pick Folds for all the three

In specify the fold give 1 for the first, 2 for second and 3 for third

Click on run
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Steps - Partition and Sampling

Fig1: Online Retail.csv
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Steps - Partition and Sampling

Fig2: Partition and Sample Fig3: Sample Data(10%)
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Steps - Partition and Sampling

Fig4: Assign to Folds

Fig5: Pick Folds
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Steps - Partition and Sampling

Fig6: Sample 1 Fig7: Sample 2 Fig8: Sample 3
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Descriptive Statistics

*Descriptive statistics allows us to know about the variable and their
distribution

*Central tendencies
Mean
Median
*Dispersion
Variance
Standard deviation

*There are two ways to find these values:
Method 1: Visualize the Dataset
Method 2: Compute Elementary Statistics

*Import: Census Income Data/Income_data.csv
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Steps - Descriptive Statistics

*Method 1:Visualize the Dataset
Drag and drop the dataset into the canvas
Click the output port to visualize the data
Click on the column name for which the statistics to be calculated

On the right side you can find the values

*Method 2: Compute Elementary Statistics
Drag and drop the dataset into the canvas
Search for Compute Elementary Statistics, drag and drop it into the canvas
Click on the Compute Elementary Statistics, in properties select the method
Select the columns and click run
Once finished running, visualize the data



Steps - Descriptive Statistics

Fig9: Visualize the Dataset

Fig10: Basic Statistics

W\ statinfer

Basic Statistics

B |ncome data.cou
"] -

| =22 ld=tacat (CanariA"CW
¥ Download

il Visualize

[y Generate Data Access Code..

! Openin a new Notebook

Basic Statistics ¥ Income data.csv » dataset

rOWs

32561

View as

A

columns

15

4 Statistics

. marital- .
workelass education occupation
status
||-... hl"llu.. ||I-- ||||||||I|
State- Neve-  Adm
Bachelors 13 - .
qov marred Clernca
Self Married-
. EXec-
emp- Bachelors 13 civ-
: Managera
not-inc spouse

Mean

Median

Min

Max

Standard Deviation
Unique Values
Missing Values

Feature Type

38.5816

31

17

90

13,6404

3

0

Numeric Feature




W\ statinfer

Steps - Descriptive Statistics

Fig11: Compute Elementary Statistics

Fig12: Median(For Numeric Columns)

2 Income dafa.csv

Properties Project

4 Compute Elementary Statistics

p Method

Median '

Column st

Selected columns:
Column type: Numeric 4

Launch column selector

-

Z|| Compute Elementary Statist.

=

Jasic Statistics Compute Elementary Statistics Results dataset
Basi atistics » Compute tleme y Statistics » Results datase

rowWs columns

1 G

Median(education- Median(capital- Median(capital-

Median(age) )
a9 num} gain) loss)

Median(fnlwgt)

LLl




W\ statinfer

Percentiles and Quartiles

*Percentiles

A student attended an exam along with 1000 others.

He got 68% marks? How good or bad he performed in the exam?
What will be his rank overall?

What will be his rank if there were 100 students overall?

For example, with 68 marks, he stood at 90th position. There are 910 students who
got less than 68, only 89 students got more marks than him

He is standing at 91 percentile.

Instead of stating 68 marks, 91% gives a good idea on his performance
Percentiles make the data easy to read

\(p*{th}\) percentile: p percent of observations below it, (100 - p)% above it.
Marks are 40 but percentile is 80%, what does this mean?
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Percentiles and Quartiles

80% of CAT exam percentile means
20% are above & 80% are below
Percentiles help us in getting an idea on outliers.
For example the highest income value is 400,000 but 95th percentile is 20,000 only.
That means 95% of the values are less than 20,000. So the values near 400,000 are
clearly outliers

*Quartiles

Percentiles divide the whole population into 100 groups where as quartiles divide
the population into 4 groups

p = 25: First Quartile or Lower quartile (LQ)
p = 50: second quartile or Median
p = 75: Third Quartile or Upper quartile (UQ)
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Steps - Percentiles and Quartiles

-Drag and drop the dataset into the canvas

*Drag and drop select columns from dataset into the canvas
*Connect it to the dataset and select the columns

*Search for ‘Summarize Data’ module, drag and drop into the canvas
*Connect it to the select columns from the dataset

Click on run

*Once Finished Running, visualize the data

*This gives the basic descriptive statistics report for the columns in a
dataset (including Percentiles and Quartiles)



Steps - Percentiles and Quartiles

Fig13: Summarize

Data
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Steps - Percentiles and Quartiles

Fig14: Visualization (Percentiles) Fig15: Visualization (Quartiles)

Basic Statistics » Summarize Data » Results dataset
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Box Plots and Outlier Detection

*Box plots have box from LQ to UQ, with median marked.

*They portray a five-number graphical summary of the data Minimum,
LQ, Median, UQ, Maximum

*Helps us to get an idea on the data distribution
*Helps us to identify the outliers easily

+25% of the population is below first quartile,
*75% of the population is below third quartile

*If the box is pushed to one side and some values are far away from the
box then it’s a clear indication of outliers



Box Plots and Outlier Detection

Fig16: Box

Plot
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Steps - Box Plots and Outlier Detection

-Drag and drop the dataset into the canvas

-Drag and drop the split data into the canvas, join it to the dataset

*Click on the split data, in properties select mode as Regular Expression

Give Regular Expression as \"native-country” United-States

*Click on the first output circle of split data to visualize the data

*Click on any column for which Box plot should be plotted(here Capital
gain)

*Click on the box plot icon which is in the left side of the table

*In visualization we can see the Box plot
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Steps - Box Plots and Outlier Detection

Fig17: Regular expression Split(United-States) Fig18: View as(boxplot)
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Steps - Box Plots and Outlier Detection

Fig19: Box Plot(United-States)

Fig20: Box Plot(Rest of Country)
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Creating Graphs

Scatter Plot:
Scatter plot needs to be plot between two variables
It give us the relation between the two chosen variables
*Steps - Creating Graphs
Drag and drop the dataset into the canvas
Click the output circle to visualize the data
Select a column and see on visualization
In compare to dropdown box, select the column which to be compared
Scatter plot appears below
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Steps - Creating Graphs

Fig21: Scatter Plot (Passengers vs Promotion_Budget)
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Thank you
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We offer training on

Data Analytics

Data Visualization
Predictive Modelling
Data Science
Machine Learning
Deep Learning

R
Python
TensorFlow
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Part 4/12 - Data Cleaning and
Preparing Data for Analysis

Venkat Reddy Konasani
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Contents

*Raw Data - issues

-Data Exploration

-Data Validation

-Data Sensitization techniques

www.statinfer.com
Machine Learning Made Easy
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Raw Data - issues
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The raw data is dirty

*Wrong formats- expenses is read as date

*Might have missing values - Income missing for some records
*Might have outliers - Number of loans is 25000

*Erroneous values - Age is less than O

-Default values - Account tenure is 999999

*Inconsistent - Age is 25, year of birth is 1970

www.statinfer.com
Machine Learning Made Easy
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Preparing data for analysis

*We can't directly start the analysis and model building with raw data.

-Before getting on to core analysis and strategy building it is very
important to
Explore the data
Validate the data
And finally clean the data and prepare it for analysis

www.statinfer.com
Machine Learning Made Easy
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Case Study- Data Exploration
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Give me some credit data

*We will try to understand the data exploration, validation and data
cleaning using a case study on loans data

*Give me some credit data. It is loans data. Historical data are provided
on 150,000 borrowers.

*The final objective is to build a model that borrowers can use to help
make the best financial decisions.

*We generally get the data and data dictionary from the data team.

www.statinfer.com
Machine Learning Made Easy
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Data Dictionary

Varlable Name Short Description Varlbale Type

SeriousDlgin2yrs Target Variable (loan Person experienced 90 days past due delinquency or
defaulter) worse
Total balance on credit cards and personal lines of credit
2 RevolvingUtilizationOfUnsecuredLines Credit Utilization except real estate and no installment debt like car loans  percentage
divided by the sum of credit limits
3 age Age Age of borrower in years integer
4 NumberOfTime30- One month late freauenc Number of times borrower has been 30-59 days past due inteser
59DaysPastDueNotWorse G Y but no worse in the last 2 years. g
. DebtRatio Debt to income ratio Monthly debt .payments, alimony, living costs divided by percentage
monthy gross income
6  Monthlylncome Income Monthly income real
7 NumberOfOpenCreditLinesAndLoans Number of loans Number of Open. loans (mSt?“ment I'ke.car loan or Integer
mortgage) and Lines of credit (e.g. credit cards)
8 NumberOfTimes90DaysLate Three months late Number of times borrower has been 90 days or more past . integer
frequency due.
9 NumberRealEstateLoansOrLines House loans Number of mortgage and real estate loans including home, integer
equity lines of credit
10 NumberOfTime60- Two months late Number of times borrower has been 60-89 days past due integer
89DaysPastDueNotWorse frequency but no worse in the last 2 years. g
1 NumberOfDependents Dependents Number of dependents in family excluding themselves integer

www. statinfer. d&Pouse, children etc.)
Machine Learning Made Easy
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Steps in Data Exploration and Cleaning

Step-1: Basic details of the data

Step-2: Categorical variables exploration
*Step-3: Continuous variables exploration
*Step-4: Missing Values and Outlier Treatment

www.statinfer.com
Machine Learning Made Easy
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Step-1: Basic details of the
data
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Check the Metadata

*Metadata is data about data

‘What are total number of observations and variables
*Check each field name, field type, Length of field

*Are there some variables which are unexpected say q9 r10?
*Are the data types and length across variables correct

*For known variables is the data type as expected (For example if
age is in date format something is suspicious)

www.statinfer.com
Machine Learning Made Easy
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Print first few records

Do we have any unique identifier? Is the unique identifier getting
repeated in different records?

Do the text variables have meaningful data?
*Are there some coded values in the data
Do all the variables appear to have data? Are there any missing values

www.statinfer.com
Machine Learning Made Easy
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Lab: Basic contents of the data

* Import “Give me some Credit\cs-training.csv”

«  What are number of rows and columns

* Are there any suspicious variables?

« Are all the variable names correct?

- Display the variable formats

* Print the first 10 observations

- Do we have any unique identifier?

* Do the text and numeric variables have meaningful data?
* Are there some coded values in the data?

« Do all the variables appear to have data

www.statinfer.com
Machine Learning Made Easy
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Steps - Basic contents of the data

-Drag and drop the dataset into the canvas

*Click on the output circle to visualize the data

*Check for number of Rows and Columns

*Check for suspicious variable if any, other than that in Data Dictionary

*Check the names of the variable with the variable names in the Data
Dictionary

*Check for the variable formats in the statistics menu

*Is there any unique identifier, note it down if any

*Check whether the text and numeric columns have meaningful data
*Are there any coded values, note down if any

*Check whether all the variables have data

www.statinfer.com
Machine Learning Made Easy
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Steps - Basic contents of the data

Fig1: Visualize (cs-training.csv) Fig2: Visualization
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Steps - Basic contents of the data

Fig3: Checking Format
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Note - Basic contents of the data

*New variable Sr_No but not suspicious, may be unique identifier

*The variable Monthlylncome must be of humeric type but it is of string
type (need to be treated and changed)

*We also see some missing value in the data

www.statinfer.com
Machine Learning Made Easy
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Step-2: Categorical variables
exploration
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The Frequency Table and Summary

-Calculate frequency counts cross-tabulation frequencies for Especially
for categorical, discrete & class fields

*Frequencies (Histogram)

help us understanding the variable by looking at the values it’s taking and data
count at each value.

They also helps us in analyzing the relationships between variables by looking at
the cross tab frequencies or by looking at association

www.statinfer.com
Machine Learning Made Easy
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Check Points

1. Are values as expected?

2. Variable understanding : Distinct values of a particular variable,
missing percentages

3. Are there any extreme values or outliers?

4. Any possibility of creating a new variable having small number of
distinct category by clubbing certain categories with others.

www.statinfer.com
Machine Learning Made Easy
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Lab: Frequencies (Histogram)

*What are the categorical and discrete variables? What are the
continues variables.

*Find the frequencies of all class variables in the data
Are there any variables with missing values?

*Are there any default values?

*Can you identify the variables with outliers?

*Are there any variables with other issues?

www.statinfer.com
Machine Learning Made Easy
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Steps - Frequencies (Histogram)

*By comparing the variables with the data dictionary find out which
variables are categorical or discrete and which are continuous

*Visualize the data

*Check the histogram for each and every variable

*Find whether there are any missing values, default values
*Click on box plot and check for Outliers

www.statinfer.com
Machine Learning Made Easy
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Steps - Frequencies (Histogram)

Fig4: SeriousDlqin2yrs Fig5: Age
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Steps - Frequencies (Histogram)

Fig6:NumberOfTime30-59DaysPastDueNotWorse Fig7: NumberOfOpenCreditLinesAndLoans
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Steps - Frequencies (Histogram)

Fig8: NumberOfTimes90DaysLate Fig9: NumberRealEstateLoansOrLines
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Steps - Frequencies (Histogram)

Fig10: NumberOfTime60-89DaysPastDueNotWorse Fig11: NumberOfDependents
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Notes - Frequencies (Histogram)

There are outliers in some variables
*There are some missing values

*Other issues: the variables
NumberOfTime30-59DaysPastDueNotWorse
NumberOfOpenCreditLinesAndLoans
NumberOfTimes90DaysLate
NumberRealEstateLoansOrLines and

NumberOfTime60-89DaysPastDueNotWorse should be of categorical type, but by
seeing the histogram of these variables we can see that they are continuous
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Treating Monthlylncome

*We know that the Monthlylncome variable must be of numeric type, but it is
shown as string (because of NA values)

*To overcome this we change NAto 0
*Now change Monthlylncome to integer
*Steps:
Drag and drop the dataset
Search for Convert to dataset, drag and drop into the canvas

Connect it to the dataset

Click on Convert to dataset, in properties select Action - ReplaceValues,
Replce->Custom, Custom value = NA, New value - 0

Drag and drop Edit Metadata, connect Convert to dataset to this
In properties select column - Monthlylncome and data type a = Integer

Click on run, when we visualize the output of Edit Metadata we can see Monthlylncome
type as Numeric and the NA values changed to 0

www.statinfer.com
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Treating Other Issues

-Drag and drop another Edit Metadata
*Connect it to the previous Edit Metadata

*In properties, select the variables which should be changed to
Categorical

-Data type - unchanged, Categorical > MakeCategorical, Fields -
unchanged and leave New column names blank

*Click on run

*Once finished running, visualize the output of Edit Metadata and check
the Histogram of the changed varibles
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Treating Variables

Fig12: Treating Variables Fig13: Convert to Dataset
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Treating Variables

Fig14: Monthlylncome(string to integer) Fig15: Treating Other Issues(Categorical Variables)

Properties Project Properties Project

- Edit Metadata
- Edit Metadata

Colummm

Zolunmm
Selected colummns:
Selected columns: Colurmmn names:
Colurmnn narmes: MumberofTime=30-
ronthilyvincome So9DaysPastCrusNotWCorss
sSo9lraysPastCruseN ot Wo rss
Launch colummn sslector »

Launch colurmmn selector
Crata type

Integer - Data type
Unchanged -

Categorical

Categorical

Unchanged - :
MAake categorical i
Fields Fields
Unchanged b Unchanged -
Few column nameaes rlewve column names

www.statinfer.com
Machine Learning Made Easy



W\ statinfer

Step-3: Continuous variables
exploration



W\ statinfer

Summary of Continuous variables

*Min, Max, Median, Mean, sd, Var

*Quartiles

*Box plots and identification of outliers
Percentiles- P1, p5,p10,q91(p25),q93(p75), p90,p99

www.statinfer.com
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Check Points

*Are variable distribution as expected.

*What is the central tendency of the variable? Mean, Median and Mode
across each variable

*|s the concentration of variables as expected ? What are quartiles?

*Indicates variables which are unary l.e stddev=0 ; the variables which
are useless for the current objective.

*Are there any outliers / extreme values for the variable?

*Are outlier values as expected or they have abnormally high values -
for ex for Age if max and p99 values are 10000. Then should
investigate if it’s the default value or there is some error in data

*What is the % of missing value associated with the variable?
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LAB: Continuous variables summary

*List down the continuous variables

*Find summary statistics for each variable. Min, Max, Median, Mean, sd,
Var

*Find Quartiles for each of the variables
*Create Box plots and identify outliers
*Find the percentage of missing values

*Find Percentiles and find percentage of outliers, if any P1,
p>3,p10,91(p25),q3(p75), p90,p99
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Steps - Continuous variables summary

Select the columns which are continuous using Select columns from
data and connect it to the previous Edit Metadata

-Drag and drop Summarize Data into canvas and connect it to the select
column from data

Click on Run
*Once finished running click on the output circle of Summarize Data
*This gives Min, Max, Median, Mean, sd, Var, Quartiles and Percentiles

*Visualize the Edit Metadata, click on box plot and check for the
outliers
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Steps - Continuous variables summary

Fig16:Adding Summarize Data
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Steps - Continuous variables summary

Fig17: Visualising the Statistics
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summary(outliers)

Fig18: Visualize Fig19: Selecting Box Plot
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summary(outliers)

Fig20: BoxPlot(RevolvingUtilizationOfUnsecuredLines) Fig21: BoxPlot(Monthlylncome)
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Data Cleaning

*Some variables contain outliers
*Some variables have default values
*Some variables have missing values

*RevolvingUtilizationOfUnsecuredL
*NumberOfTime30_59DaysPastDueNotW
*Monthly income has missing values

*Shall we delete them and go ahead with our analysis?

www.statinfer.com
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Missing values & Outliers

-Data is not always available E.g., many tuples have no recorded value
for several attributes, such as customer income in sales data

*Missing data may be due to
Equipment malfunction
Inconsistent with other recorded data and thus deleted
Data not entered due to misunderstanding
Certain data may not be considered important at the time of entry

Not register history or changes of the data
*Missing data may need to be inferred.

*Missing data - values, attributes, entire records, entire sections
*Missing values and defaults are indistinguishable
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Missing Value Imputationl

X1
*Standalone imputation 11.0
Mean, median, other point estimates 11.1
Convenient, easy to implement 11.9
Assume: Distribution of the missing values is the same as the non- 10.9
missing values. 10.8
Does not take into account inter-relationships .
11.5
Eg: The average of available values is 11.4. Can we replace the 116
missing value in this table by 11.47? 1Lk
11.4
11
12
11.8
11.4
11.9
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Missing Value Imputation2

1
1

*Use attribute relationships

-4 -12
*Better imputation 2 6
-Two techniques . —
Propensity score (nonparametric). Useful for discrete variables a
Regression (parametric) 4 12
-5 -15
* There are two missing values in x2. What are the most 4 12
appropriate replacements -4 -12
-5 -15
-2
4 12
10 30
-10 -30
3 2
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Missing Value Imputation3

*There are two missing values in x2. Find the most
appropriate replacements
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Missing Value Imputation4

*What if more than 50% are missing?

|t doesn’t make sense to carry out the analysis on 20% or 30% of the
whole data and give inferences on overall data

*The best imputation is ignore the actual values and take available or
not available info
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Step-4: Missing Values and
Outlier Treatment



Variable

Percent of missing/Outliers is
very less (<10%)

Percent of missing/Outliers is
Medium(10% to 50%)

Percent of missing/Outliers is
High(>50%)

www.statinf
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Replace the missing with mean or median for continuous variables.
Impute with mean or median.

Replace the missing with most probable category/class
Look at the cross tab of variable vs target.
Impute based on target.

Create a new variable missing & Non Missing Category
Replace the missing values in the original variables with Mean or
median

For and categorical variables, rename the missing class as “Missing”
For numeric discrete class, create a new variable and replace
missing values with mean or median

Create a new indicator variable missing and non-missing. Drop the
original variable

Name the missing category as missing, club rest al categories as
“Non-missing”

Machine Learning Made Easy
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Data Cleaning Scenario-1
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RevolvingUtilizationOfUnsecuredLines

*RevolvingUtilizationOfUnsecuredLines has outliers.
*What type of variable is this? What are the possible values?

*|ts’ mean is 6.05 which is greater than 1. So variable has some faulty
values. Its maximum value is 50710 which is way too high.

Lets look at percentiles to know from where it is exceeding 1.
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Variable

Percent of missing/Outliers is
very less (<10%)

Percent of missing/Outliers is
Medium(10% to 50%)

Percent of missing/Outliers is
High(>50%)

www.statinf
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Replace the missing with mean or median for continuous variables.
Impute with mean or median.

Replace the missing with most probable category/class
Look at the cross tab of variable vs target.
Impute based on target.

Create a new variable missing & Non Missing Category
Replace the missing values in the original variables with Mean or
median

For and categorical variables, rename the missing class as “Missing”
For numeric discrete class, create a new variable and replace
missing values with mean or median

Create a new indicator variable missing and non-missing. Drop the
original variable

Name the missing category as missing, club rest al categories as
“Non-missing”
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Replace the missing with mean or median for continuous variables.
Impute with mean or median.

Percent of missing/Outliers is
very less (<10%)

Variable
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Data Cleaning

*RevolvingUtilizationOfUnsecuredLines has outliers.

*Since outliers percentage is less than 10% We will replace outliers with
mean of reaming data.

*Qutliers are with value greater than 1.
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LAB: Data Cleaning Scenario-1

*What percent are missing values in
RevolvingUtilizationOfUnsecuredLines?

*Get the detailed percentile distribution

Clean the variable, and create a new variable by removing all the
issues
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Steps - Data Cleaning Scenario-1

*Drag and drop the dataset into the canvas
*Search for Clip Values, drag and drop into the canvas

*In properties, select Set of thresholds = ClipPeaks, Upper threshold -
Constant, Constant value for upper threshold - 1, Upper substitute value -
Median

Select the columns(RevolvingUtilizationOfUnsecuredLines), uncheck the
Overwrite flag, check the Add indicator columns

*Click on run
*Once finished running, click to visualize the data

*A new column is added in which the outliers are replaced with
median(RevolvingUtilizationOfUnsecuredLines_clipped_value)

*By checking the Box Plot for both the variables we identify that the outliers
are replaced
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Steps - Data Cleaning Scenario-1

Fig22: Clip Values Fig23: Clip Value (Properties)
Properties Project
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Steps - Data Cleaning Scenario-1

Fig24: Box Plot (before clipping) Fig25: Box Plot(after clipping)
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Data Cleaning Scenario-2
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NumberOfTime30_59DaysPastDueNotW

*Find bad rate in each category of this variable
*Replace 96 with ? Replace 98 with ?

www.statinfer.com
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Variable

Percent of missing/Outliers is
very less (<10%)

Percent of missing/Outliers is
Medium(10% to 50%)

Percent of missing/Outliers is
High(>50%)
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Replace the missing with mean or median for continuous variables.
Impute with mean or median.

Replace the missing with most probable category/class
Look at the cross tab of variable vs target.
Impute based on target.

Create a new variable missing & Non Missing Category
Replace the missing values in the original variables with Mean or
median

For and categorical variables, rename the missing class as “Missing”
For numeric discrete class, create a new variable and replace
missing values with mean or median

Create a new indicator variable missing and non-missing. Drop the
original variable

Name the missing category as missing, club rest al categories as
“Non-missing”

Machine Learning Made Easy
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Percent of missing/Outliers is
very less (<10%) Replace the missing with most probable category/class
Look at the cross tab of variable vs target.
Impute based on target.

Variable
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LAB: Data Cleaning Scenario-2

*What is the issue with NumberOfTime30_59DaysPastDueNotW
*Draw a frequency table
*What percent of the values are erroneous?

*Clean the variable- Look at the cross tab of variable vs target. Impute
based on target .

*Create frequency table for cleaned variable
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Steps - Data Cleaning Scenario-2

* For this to be done first the variable should be changed to categorical type
*Drag and drop Edit Metadata, connect it to the Previous Clip Value

* Select the column(NumberOfTime30-59DaysPastDueNotWorse) and in category select
MakeCategorical

*Drag and drop Split Data, select Relative Expression and give the expression as
\"NumberOfTime30-59DaysPastDueNotWorse" > 12

* Click on run
* Once finished running, drag and drop Convert to Dataset into the canvas

* In properties, select Action—>ReplaceValues, Replace—>Custom, Custom value—->98,
New value—->6

* Repeat previous two steps for the values 93 and 13

- Drag and drop Join Data, connect the second output of Split Data to the first input of
Add Rows and the output of last Convert to Dataset to the second input of Add Rows

* Click on run

* Once finished running, the output of Add Rows contains no outlier values in
NumberOfTime30-59DaysPastDueNotWorse column
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Steps - Data Cleaning Scenario-2

Fig26: Splitting-Treating- Joining
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Steps - Data Cleaning Scenario-2

Fig27: Properties of Convert to Dataset Fig28: Properties of Split Data
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Steps - Data Cleaning Scenario-2

Fig29: Visualize and Histogram
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Data Cleaning Scenario-3
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Monthly Income

*Monthly Income has nearly 20% missing values
*Missing value percentage is significant
*Simply replacing with mean or median is not sufficient

*We can create an indicator variable to keep track of missing and non-
missing values
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Variable

Percent of missing/Outliers is
very less (<10%)

Percent of missing/Outliers is
Medium(10% to 50%)

Percent of missing/Outliers is
High(>50%)
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Replace the missing with mean or median for continuous variables.
Impute with mean or median.

Replace the missing with most probable category/class
Look at the cross tab of variable vs target.
Impute based on target.

Create a new variable missing & Non Missing Category
Replace the missing values in the original variables with Mean or
median

For and categorical variables, rename the missing class as “Missing”
For numeric discrete class, create a new variable and replace
missing values with mean or median

Create a new indicator variable missing and non-missing. Drop the
original variable

Name the missing category as missing, club rest al categories as
“Non-missing”
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Create a new variable missing & Non Missing Category
Replace the missing values in the original variables with Mean or
median

Variabl Percent of missing/Outliers is
ariabte Medium(10% to 50%)
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LAB: Monthly Income

*Find the missing value percentage in monthly income
*Create an indicator variable for missing and non-missing
*Replace the missing values with median
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Steps - Monthly Income

-Drag and drop Convert to Dataset, connect it to the Previous Add Rows

*In properties, select Action—>SetMissingValues, Custom missing
value>NA

Click on run
*Drag and drop Clean Missing Data, connect it to Convert to Dataset
*In Properties, select the column to be treated

*Minimum missing value ratio - 0, Maximum missing value ratio -1
Cleaning mode - Replace With Median,

Cols with all missing values ->Remove, check Generate missing value
indicator column

*Click on run
*Once finished running, visualize the output of Clean Missing Data
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Steps - Monthly Income

Fig30: Clean Missing Data
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Fig31: Properties of Clean Missing Data
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Steps - Monthly Income

Fig32: Monthly Income(with Missing values)
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Steps - Monthly Income

Fig33: Monthly Income(without Missing values)
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>
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Data Cleaning Other Variables
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Remaining Variables Imputation

*Debt Ratio: Imputation
*NumberOfOpenCreditLinesAndLoans : No issues in this variable

NumberOfTimes90DaysLate: Imputation similar to
NumberOfTime30_59DaysPastDueNotW

*NumberRealEstateLoansOrLines: : No issues in this variable

*NumberOfTime60_89DaysPastDueNotW: Imputation similar to
NumberOfTime30_59DaysPastDueNotW

NumberOfDependents: Impute based on target variable
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Conclusion

-Data cleaning is as important as data analysis
*Sometimes 80% of the overall project time is spent on data cleaning

-Data cleaning needs patience, we need to clean for each individual
variable

*Apart from suggested methods, there are many heuristic ways of
cleaning the data

www.statinfer.com
Machine Learning Made Easy



W\ statinfer

Part 5/12 - Regression
Analysis with Azure

Venkat Reddy
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Contents

*Correlation
*Regression

*Simple Regression
*R-Squared
*Multiple Regression
*Adj R-Squared
*P-value
*Multicollinearity
*Interaction terms
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Correlation



W\ statinfer

What is need of correlation?

*|s there any association between hours of study and grades?

*|s there any association between number of temples in a city &
murder rate?

*What happens to sweater sales with increase in temperature? What is
the strength of association between them?

*What happens to ice-cream sales v.s temperature? What is the
strength of association between them?

*How to quantify the association?
*Which of the above examples has very strong association?

*Correlation
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Correlation coefficient

*|t is a measure of linear association
°r is the ratio of variance together vs product of individual variances.

Covariance of XY

Correlation coethcient r =
Sqrt(VarianceX ™ VarianceY)
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Correlation coefficient

Correlation varies between -1 to +1

Correlation 0 No linear association

Correlation 0 to 0.25 Negligible positive association
Correlation 0.25-0.5 Weak positive association
Correlation 0.5-0.75 Moderate positive association
Correlation >0.75 Very Strong positive association
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LAB -Correlation Calculation

*Dataset: AirPassengers\\AirPassengers.csv

*Draw scatter plot between promotional budget and number of
passengers

*Find the correlation between number of passengers and promotional
budget.

*Find the correlation between number of passengers and
Service_Quality_Score

*Find the correlation between number of passengers and
Holiday_week
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Steps - Correlation Calculation

*Drag-and-drop the dataset(AirPassengers.csv) into the canvas

°In the left pane on the experiment window search for ‘Select columns
from the Dataset’

*Drag-and-drop ‘Select columns from the Dataset’ into the canvas

*Connect the output of the dataset to the input of the ‘Select columns
from the Dataset’

Click on ‘Select columns from the Dataset’ and in the properties
window click the ‘launch column selector’

*‘Select columns’ window will open, select With Rules in left pane and
select Begin with No Columns in right pane

*Include - Column names - Variables for which correlation is
done(Passenger & Promotion_Budget) and click on v
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Steps - Correlation Calculation cont..

*Search for ‘Compute Linear Correlation’ in left pane of the experiment
window drag-and-drop it into the canvas

*Connect the output of the ‘Select columns from the Dataset’ to the
input of the ‘Compute Linear Correlation’

-Click on & and wait, after execution we can see “Finished Running’ at
the top of the canvas and in properties window Status Code will be
Finished

*Once this is done click on the output circle and select visualize
*Where you can see the correlation between two variables
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Steps - Correlation Calculation cont..

Fig1: Add Dataset

Fig2: Add Select Column

< Con’e|at|on COfre‘aUOn - (.Opy Prcpemes Project
select| P R S 4 Select Columns in Dataset
Draft saved at 3:47:2
0 Select columns
N jo
4 'u' Saved Datasets ¢ Selected columns:

4 Samples

Restaurant customer data
Restaurant feature data

i3] .
45 Data Transformation
4 Manipulation

Select Columns in Datas...

Select Columns Transform

-
;‘i AirPassengers.csv "

AirPassengers.csy

|

[ma
MM

v

Select Columns in Dataset

A

(1)
v

Launch the selector tool to make 3 selection

Launch column selector
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Steps - Correlation Calculation cont..

Fig3: Selecting Columns

Select columns

BY NAME I Allow duplicates and preserve column order in selection

WITH RULES
Begin With

ALL COLUMNS pleRewiivliiNi

|
|Include ¥ Hcolumn names

Fig4: Add Compute Linear Correlation
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4

cord

Week_num

Passengers
Promotion_Sudget
Service_Quality_Score
Holiday_week
Delayed_Cancelled flightind
Inter_metro_flight_ratio
Bad_Weather_Ind

Technical issues_ind

4 | Statistical Functions

Compute Linear Correlation

Correlation - Copy

8 AirPassengers.csv
gE germes

\

E .

[\‘m Select Columns in Dataset ]
1)
o/
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Steps - Correlation Calculation cont..

Fig5: Run

corre

4 Z,\ Statistical Functions

Compute Linear Correlation

Correlation - Copy

S AirPassengers.csv
BE ¥

®

\

-

iE!m Select Columns in Dataset

'&

[le Compute Linear Correlation
(1)

O—

©0  § Q@@

RUN HISTORY save SAVE AS

DISCARD CHANGES

RUN

i

SETUP WER
SERVICE

Fig6: Visualize

W\ statinfer

Correlation - Copy Proetties Pro
4 4 Experiment Properties
pej
:‘i AirPassengers.csv
X 4 Summary
;Em Select Columns in Dataset
L
\v
Z\[ Compute Linear Correlation
4 Description
T you
¥ Saveas Dtaset
W) Visualize
Quick Help
m ] Open in a naw Notebook '
PUBLSHTO
GALLERY
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Steps - Correlation Calculation cont..

Fig7: Correlation between Passenger and Promotional_Budget

b b = ~ Ve A Anr R o Dxerild R ey
orrelation - Copy » Compute Linear Correlation » Reculis dataset
)
2 2

Passengers Promotion_Budget

view as

ol
e
N _5--“\[
e o o
e .

uuuuuuuu
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Steps - Correlation Calculation cont..

*Similarly for Service_Quality_Score and Holiday_week we can change
columns and find the correlation

*Holiday_week is an Categorical variable and it cannot be compared
with Passengers which is numeric so we get NaN(fig9)

Fig8: Passenger vs Service_Quality_Score Fig9: Passenger vs Holiday_week(indicator_variable)

J
['\J M
)

M

CJua f SCOr ) - - - — -
Sl et bt Passengers

St St -, ot
5 } =

nnnnn
{ - -
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Beyond Pearson Correlation
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Beyond Pearson Correlation

*How to find correlation between an indicator variable and continuous
variable

*How to quantify the association between two indicator variables?
*How to quantify the association between two categorical variables?
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Beyond Pearson Correlation

*Correlation coefficient measures for different types of data

Pearson r Biserial ry Point Biserial ry,

Biserial r;, Spearman rho/Kendall's Rank Biserial r,y,

Point Biserial ry;, Rank Biserial r, Phi, Contingency Coeff, V
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From Correlation to Regression

*In the above example promotion budget and number of passengers are
highly correlated.

*Can we estimate number of passengers given the promotion budget?
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From Correlation to Regression

*Correlation is just a measure of association
*|t can’t be used for prediction.

Given the predictor variable, we can’t estimate the dependent
variable.

*In the air passengers example, given the promotion budget, we can’t
get an estimated value of passengers

*We need a model, an equation, a fit for the data.
*That is known as regression line
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What is Regression

A regression line is a mathematical formula that quantifies the general
relation between a predictor/independent (or known variable x) and
the target/dependent (or the unknown variable vy)

*Below is the regression line. If we have the data of x and y then we
can build a model to generalize their relation

y:Bo "'le

 What is the best fit for our data?
« The one which goes through the core of the data
 The one which minimizes the error
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Regression

70
60
50
40
30
20

10
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Regression Line fitting-Least
Squares Estimation



Regression Line fitting

y

Observed Value of
y for x;

Predicted Value
of y for x;

Intercept = B, {

y_ﬁo+B1

\0

Slppe =B,

Random Error for this x
value

1
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Regression Line fitting
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Minimizing the error

* The best line will have the minimum error

« Some errors are positive and some errors are negative. Taking their sum is not a good
idea

« We can either minimize the squared sum of errors Or we can minimize the absolute sum
of errors

« Squared sum of errors is mathematically convenient to minimize

« The method of minimizing squared sum of errors is called least squared method of
regression
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Least Squares Estimation

*X: x1, X2, x3, x4, x5, x6, x7,........

*Y:y1, y2, y3, y4, y5, y6, y/.......

*Imagine a line through all the points
*Deviation from each point (residual or error)
*Square of the deviation

*Minimizing sum of squares of deviation

S et = > (v-°
= S>° v — (Bo + B’

B, and B, are obtained by
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LAB: Regression Line Fitting

*Dataset: AirPassengers\\AirPassengers.csv
*Find the correlation between Promotion_Budget and Passengers

-Draw a scatter plot between Promotion_Budget and Passengers. Is
there any pattern between Promotion_Budget and Passengers?

*If the Promotion_Budget is 650,000 how many passenger’s can be
expected in that week?

*Build a linear regression model and estimate the expected passengers
for a Promotion_Budget is 650,000
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Steps - Regression Line Fitting

*Since we have found the correlation between Passengers and
Promotional_Budget (slide-15), we shall start with scatter plot

Scatter plot between Passengers and Promotional_Budget:

Drag-and-drop the dataset into the canvas

Click on the output circle and select visualize

In the table click the Passenger heading, in the right pane Visualizations can be
seen

In Compare to dropdown list select Promotional_Budget

The scatter plot between Passengers and Promotional_Budget appears below
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teps - Regression Line Fitting cont..

Fig10: Adding Dataset

AirPassengers.csv

¥ Download

i Visualize
[y Generate Data Access Code...

:; Cpen in a new Notebook

>

Fig11: Visualize

W\ statinfer

Scatter Plot(Correlation) » AirPassengers.ccv » Clataset

View s

it

Week_num

Il

1

[

Passengers

.....

Promotion_Budget

|
il
517356
646086

£20230
#3823
03032V

506432

nnnnn

Service_Quality Score

1

il

Holiday_week

)

4 Statistics

4 Visualizations

NO

NO
0

NO

NO

N

NO

NO

www.statinfer.com

Machine Learning Made Easy



W\ statinfer

Steps - Regression Line Fitting cont..

Fig12: Scatter Plot between Passengers and Promotional_Budget

- Visualizations
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compare to | Promotion_Budget o ]
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Steps - Regression Line Fitting cont..

Linear Regression for Predicting the No. of Passengers
Drag-and-drop AirPassengers.csv dataset to the canvas
Drag-and-drop ‘select column from dataset’ and select the columns
Search for ‘Linear Regression’, drag-and-drop it into the canvas

Click on ‘Linear Regression’ make sure that in properties window ‘Ordinary Least
Squares’ is selected for solution method

Search for ‘Train Model’, drag-and-drop it into the canvas

Connect the output of ‘Linear Regression’ to left input of the ‘Train Model’ ‘select
column from dataset’ to right input of the ‘Train Model’

Click on “Train Model’, select launch column selector in the properties window
Select the column(Passengers) for which the prediction to be done

Drag-and-drop ‘Score Model’ from left pane and uncheck the ‘Append score column’
in properties window
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Steps - Regression Line Fitting cont..

Connect the output of ‘Train Model’ to left input of the ‘Score Model’ ‘select
column from dataset’ to right input of the ‘Score Model’

Drag-and-drop ‘Evaluate Model’ from left pane
Connect the output of ‘Score Model’ to the input of ‘Evaluate Model’

Click on Run E

After execution click on the output circles of ‘Train Model’, ‘Score Model’ and
‘Evaluate Model’ to see the results
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Steps - Regression Line Fitting cont..

Fig13: Adding Linear Regression

Ex: Linear Reqression

M oA
=0 AirPassengers csv
| ] e
¢
v
B Select Columns in Datase
[@ Linear Regression } \ Select Columns in Dataset
- (1}
\Vj

Properties  Project

4 LingarR

Random numbzr seed

¥ Allow unknown categ.

Fig14: Adding Train Model
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Ex: Linear Regression

[—J Linear Regression

Qg AlrFassengerscsy
| Raki
L ]

\d

‘ Select Colurnns n Datage

\/

Traw fodel

9

A

Properties Project

4 Train Model

abel column

Selected columns:
Launch the selector tool to
make 3 selection

Launch column selector
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Steps - Regression Line Fitting cont..

fig15: Variable to be Predicted fig16: Adding Score Model

Ex: Linear Regression o5t Propettes Project )
Select a single column e 45aeNotd

iii AirPa SSENQErsCsy p 15 Append score column...

-
| AT RULES Include ¥ || column names. Passengers X

y g EB Select Columns in Dataset
@ Unear Regression i

Train Model

—

Score Model
Y [@ A J

Y
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Steps - Regression Line Fitting cont..

fig17:Adding Evaluate Model

Ex: Linear Regression

z B8 Sglect Columns in Dataset
rﬂj Linzar Regression AT
r

“—

+
[E] Train Model
-

fig18: Finished Execution
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Ex; Linear Regression

L R .
L AirPassengers.csv
11 b

(@ Svaluats Model
= T

\

FNEE s

Properties Project

4 Experiment Properties
6/8/201...
6/8/201...
Finished

ALS  None

4 Summary

4 Description
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Steps - Regression Line Fitting cont..

fig19: Train Model Output fig20: Evaluate Model Output fig21: Score Model (predicted values)
Ex: Linear Regression » Train Model » Trained model Ex: Linear Regrescion > Evaluate Model » Evaluation resulis Ex: Linear Regression > Score Model » Scored dataset
. Mean Absolute E 2551.901332 =yl e
Batch Linear Regressor oot : 30 2
Root Mean Squared 2900.994772
Error 2
: Relative Absolute Error 0.305507 Scored Labels

Settings Relative Squared Error 0.067132 B
Coefficient of

Setting Value Determination SRiRes \ s # llllu..,. d"h.,..

Bia True i R-squared

Error Histogram
i B - >
2, O :“\,‘# s

[

Regularization 0.001

. =3 11
Allow Unknown Levels  True 55
Random Number Seed 9

(-]

7
. &

Feature Weights g *©

g s

Feature Weight = B

Bizs 1259.34 2

-

Promotion_Budget 8.0695301

L 5 ] > >
e At qe” e
) 3 V& .
AP A o B

o]
’.-\'J o>

5

Error
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Steps - Regression Line Fitting cont..

*To predict No. of passengers for a Promotion_Budget of 650,000

In the experiment click on in the bottom pane
Select Retraining Web Service
Click onE to run in the bottom pane

After execution again click on in the bottom pane and select Predictive Web
Service

Again Click on Eto run in the bottom pane

After execution click on it will deploy and take you to the web service page
Click on the Test button, Enter data to predict window will open

In Promotion_Budget field enter 650000 and click on '~

The prediction of No. of Passenger will be shown above the bottom pane
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Steps - Regression Line Fitting cont..

fig22:Retraining Web Service fig23: Retrain finished
Linear Regression Finished running v/ Properties  Project
v T
% ‘I oa
//‘\\
o Y

Retraining Web Service ™/ \\
> & e
RUN S

Quick Help
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Steps - Regression Line Fitting cont..

fig24: Precdictive Web Service fig25: Precdictive Web Service Finished

Training experiment Predictive experiment Properties Project
. . i 4 Experiment Properties
Linear Regression [Predictive Exp.] S

i
Draft saved at 54454 PM /g0

G g

InDraft

LS None

4 Summary

48

Predictive Web Service [Recommended]

Deploy Web Service N\

\‘ 4 Description

PUBLISH TO
GALLERY ==

&
,//

‘ Quick Help
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Steps - Regression Line Fitting cont..

fig26: Testing fig27: Predictor value

&It LNaar Regratiion [ Freccine Sk enice

Enter data to predict

linear regression [predictive exp.] WEEK_NUM

PASSENGERS
0
. ‘
T gl PROMOTION_BUDGET
850000

SERVICE_QUALITY_SCORE

c

HOLUIDAY_WEEK
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Steps - Regression Line Fitting cont..

fig29: Final Prediction

"Linear Regression [Predictive Exp]' test returned [0","650000","46453.3955306993] -
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How good is my regression line?

*Take an (x,y) point from data.

*Imagine that we submitted x in the regression line, we got a prediction

as ypred

*If the regression line is a good fit then the we expect y, 4=y or (y-
ypred) =0

*At every point of x, if we repeat the same, then we will get multiple
error values (y-y,.eq) values

*Some of them might be positive, some of them may be negative, so we
can take the square of all such errors

SSE=Y (y-9)’
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How good is my regression line?

*For a good model we need SSE to be zero or near to zero

*Standalone SSE will not make any sense, For example SSE= 100, is very
less when vy is varying in terms of 1000’s. Same value is very high when
y is varying in terms of decimals.

*We have to consider variance of y while calculating the regression line
accuracy
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How good is my regression line?

*Error Sum of squares (SSE- Sum of Squares of error)
SSE = %(y — 9)*
*Total Variance in Y (SST- Sum of Squares of Total)
SST =¥y — )
SST=%(y -9+ —y)*
SST=%(y -9+ —y)*
SST =3 (y — 9+ —¥)?
SST = SSE + Y.(§ — ¥)?
SST = SSE + SSR
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How good is my regression line?

*Total variance in Y is divided into two parts,
Variance that can’t be explained by x (error)
Variance that can be explained by x, using regression

SST = SSE + SSR
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Explained and Unexplained Variation

y

Yi P

SSE = AT~ §)?
SST=Z(y—y_>2< 207

SSR = ) (9 - 7)?
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How good is my regression line?

S0, total variance in Y is divided into two parts,

Variance that can be explained by x, using regression

Variance that can’t be explained by x

SST =

 Total sum of
Squares

SSE  +

Sum of Squares
Error

SSR

Sum of Squares
Regression

SST =Y (y-V)°

SSE => (y-y)’

SSR=) (§-Y)’
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R-Squared



R-Squared

* A good fit will have
SSE (Minimum or Maximum?)
SSR (Minimum or Maximum?)
And we know SST= SSE + SSR
SSE/SST(Minimum or Maximum?)
SSR/SST(Minimum or Maximum?)

The

dependent variable that is explained by variation in the independent variable

is the portion of the total variation in the

The coefficient of determination is also called

[:222

SSR
SST

where

O<R?<1
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Lab: R- Squared

*What is the R-square value of Passengers vs Promotion_Budget model?
*What is the R-square value of Passengers vs Inter_metro_flight_ratio
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Steps - R- Squared

*We have calculated the R-square value for Passengers vs
Promotion_Budget (slide-40)

*Similarly for Passengers vs Inter_metro_flight_ratio we have to follow
the same steps

*Only on change is in ‘Select columns from the Dataset’ select the
columns Passengers and Inter_metro_flight_ratio
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Steps - R- Squared cont..

Linear Regression

fig29:Changing the columns

& ArPasiongers.csv

[} o Dot
B slictColumns o Ditaset

W\ statinfer

fig30: R-Square for Passenger vs Inter_Metro_Flight_Ratio

4 Select Columns in Dataset

Select columns

Selected columns:

Column names:
flal

{ 4

Launch column selector
START TIME 6/8/2017 6...
END TIME 6/8/20176...
SE £ 000:02120

Finished

AlLS  None

View output log

Quick Help
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Multiple Regression
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Multiple Regression

* Using multiple predictor variables instead of single variable
*We need to find a perfect plane here

Y = /80 + /81X1 + ﬁzxz
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LAB: Multiple Regression

*Build a multiple regression model to predict the number of passengers.
Use three predictors Promotion_Budget, Inter_metro_flight_ratio and
Service_Quality_Score

*What is R-square value

*Are there any predictor variables that are not impacting the
dependent variable
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Steps - Multiple Regression

*Multiple Regression for Predicting the No. of Passengers
Drag-and-drop AirPassengers.csv dataset to the canvas
Drag-and-drop ‘select column from dataset’ and select the columns
Search for ‘Linear Regression’, drag-and-drop it into the canvas

Click on ‘Linear Regression’ make sure that in properties window ‘Ordinary Least
Squares’ is selected for solution method

Search for ‘Train Model’, drag-and-drop it into the canvas

Connect the output of ‘Linear Regression’ to left input of the ‘Train Model’ ‘select
column from dataset’ to right input of the ‘Train Model’

Click on “Train Model’, select launch column selector in the properties window
Select the column(Passengers) for which the prediction to be done

Drag-and-drop ‘Score Model’ from left pane and uncheck the ‘Append score column’
in properties window
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Steps - Multiple Regression cont..

Connect the output of ‘Train Model’ to left input of the ‘Score Model’ ‘select
column from dataset’ to right input of the ‘Score Model’

Drag-and-drop ‘Evaluate Model’ from left pane
Connect the output of ‘Score Model’ to the input of ‘Evaluate Model’

Click on Run

After execution click on the output circles of ‘Train Model’, ‘Score Model’ and
‘Evaluate Model’ to see the results
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Steps - Multiple Regression cont..

fig31: Train Model fig32: Score Model

Ex:Multiple Regression t Properties Projec >

Ex:Multiple Regression

Selected columns:
Column names:
Passengers

Launch column selector

.
A

Quick Help v
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Steps - Multiple Regression cont..

fig33: Evaluate Model

Ex:Multiple Regression

=, AirPassangerscov
vy g

=

B g Ci i
Sap Select Columns in Cataset ~

@ Linear Regrassicn

fig34: R Square

Ex:Muitiple Regression » Evaluate Model » Evaluation resulis

@ Score Mcdel
[@ Evaluzte Modzl
()
S

@ @ * <
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Steps - Multiple Regression cont

fig35: Adding Execute R-Script fig36: R-Script to check p-values of variables

Ex:Multiple Regression

& Angcn
G
— 1 datasetl <- maml.mapInputPort(i) # class: data.frame
B See . — & .. ; -
= Rt 2 names<-lm(dataseti)
= ence Qualiy. Scre 4 summary(names)
\ .
= — & maml.mapOutputPort(“dataset1”);
\x‘ !,, \ ~
B! Trin Mod 2 G Beecine R Serpt
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Steps - Multiple Regression cont..

fig37: R Square value

c Ice
c CE
0.002-Uy
eI T T
476 < 2e-16
A S e F K
=2.£C3 £-U0

.
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Individual Impact of variables

Look at the P-value

Probability of the hypothesis being right.
Individual variable coefficient is tested for
significance

Beta coefficients follow t distribution.
Individual P values tell us about the
significance of each variable

A variable is significant if P value is less than
5%. Lesser the P-value, better the variable
Note it is possible all the variables in a
regression to produce great individual fits, and
yet very few of the variables be individually
significant.
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Individual Impact of variables

*A variable is significant if P value is less than 5%.
‘Lesser the P-value, better the variable

*|f a variable has p-value less than 5%, if we drop that variable then we
may see a drop in R-Squared value

*|f a variable has p-value greater than 5%, if we drop that variable then
we may not see any significant change in R-Squared value
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LAB: Individual Impact of variables

*Build a multiple regression model to predict the number of passengers
*What is R-square value

*Are there any predictor variables that are not impacting the
dependent variable

*Drop a low impacting variable and rebuild the model, is there any
difference in R-Square?

*Drop a high impacting variable and rebuild the model, is there any
difference in R-Square?
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Steps - Individual Impact of variables

fig38: Drop low impacting variable (Inter_Metro_Flight_Ratio) fig39: R-Squared(does not have much impact)

Ev kG 3 ci - B AR - - -
Ex:Multiple Regression Ex:Multiple Regression » Execute R Script » R Device
Residuals
Min  1Q Median 3Q Ma
-48341-21918 344 21257 48109

@ Linear Regrassion

= Simnnif radas: O '=EE 0 A0 T AN e A NG ~ 1
—— el ldT . . o o -

SN I S\ A e
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Steps - Individual Impact of variables

fig40: Drop high impacting variable(Promotional_Budget) fig41: Huge impact on R-Squared value

Ex:Multiple Regression

m

Draft saved at 7:08:27 PN

S Airdassangerscsy

[Z] Linear Regression
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Adjusted R-Squared

°|s it good to have as many independent variables as possible? Nope

*R-square is deceptive. R-squared never decreases when a new X
variable is added to the model - True?

*We need a better measure or an adjustment to the original R-squared
formula.

www.statinfer.com
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Adjusted R-Squared

*Adjusted R squared
Its value depends on the number of explanatory variables
Imposes a penalty for adding additional explanatory variables
It is usually written as (R-bar squared)
Very different from R when there are too many predictors and n is less

R2_Rrz_X-1
n—Kk

(1—R?)

n-number of observations, k-number of parameters

www.statinfer.com
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LAB: Adjusted R-Square

-Dataset: “Adjusted Rsquare/ Adj_Sample.csv”

*Build a model to predict y using x1,x2 and x3. Note down R-Square and
Adj R-Square values

*Build a model to predict y using x1,x2,x3,x4,x5 and x6. Note down R-
Square and Adj R-Square values

*Build a model to predict y using x1,x2,x3,x4,x5,x6,x7 and x8. Note
down R-Square and Adj R-Square values

www.statinfer.com
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Steps - Adjusted R-Square

fig42: Predicting Y with different set of variables

Adjusted R-Square T

S Adi Sample
=3 Adi Sample.csv
g AR

a4 v
i‘mm seize‘ct Eoigmns in Dataset Vv A gﬂm ‘Svef.e,ct‘ (ioll{mnjs m L?aj:aset VoA \
Py / CR Execute R Script v
/ -
(R Execute R Script v (R Execute R Script Vv
www.statinfer.com
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Steps - Adjusted R-Square cont..

fig43: Linear Regression (Y~x1+x2+x3)

fig44: Linear Regression(Y~x1+x2+x3+x4+x5+x6)

fig45: Linear Regression(with all variables)

Drai

Properties Project

4 Execute R Script

R Script

1 datasetl <- maml.mapInputPort(1l) # class: datas.frame
3 8, M| x2 0

®l <- lm(datasetl)

summary (m1)

£~

w

maml.mapOutputPort(“datasetl"),;

Proiact
|8
gject

Properties

4 Execute R Script

R Script

datasetl <- maml.mapInputPort(l) # class: data.frame

ra e

38, 0, x2, B, x4, x5, x6
4 m2 <- lm(datasetl)
5 summary{m2)

7 maml.mapOutputPort("datasetl"),

Properties Project

4 Execute R Script

R Script

1 datasetl <- maml.mapInputPort(1l) # class: data.frame
3 #Y, X1, X2, X3, X4, X5, X6, X7, Xp
4 m3 <- Im(datasetl)

summary(m3)

5w

7 maml.mapOutputPort("datasetl");

www.statinfer.com
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Steps - Adjusted R-Square cont..

fig46: Linear Regression (Y~x1+x2+x3) fig47: Linear Regression(Y~x1+x2+x3+x4+x5+x6) fig48: Linear Regression(with all variables)

(12

Ores
o= AASR A=A AdESAAL= A mem
! 00474878 330067 072

ACEsn -
el
v.29004
Cimpif FAadas ) EFE A AN TR AT R ANS ALY a N533 RER)
iyl LOU=a. W ALY vl VR Y, | AC v.2aLl a4
3

Multinle R-sauaragd: D ROST
e v.ou2

VIJIdM JUJGITU
A - - o ——
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CollU 3 Ul v-ialut. v.odL

www.statinfer.com
Machine Learning Made Easy



W\ statinfer

R-Squared vs Adjusted R-Squared

Build three models on Adj_sample data; m1, m2 and m3 with different number of variables

R-Square vs Adj R-Square

90% 81%

80% 9
68% .
70%
60% i
50%
38%
40%
29%
30%
20%
10%
0%
X1 to X3 X1 to X6 X1 to X8
—R-Square Adj-Rsquare

www.statinfer.com
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Multiple Regression- issues
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LAB: Multiple Regression- issues

*Import Final Exam Score data
*Build a model to predict final score using the rest of the variables.

*How are Sem2_Math & Final score related? As Sem2_Math score
increases, what happens to Final score?

‘Remove “Sem1_Math” variable from the model and rebuild the model
*|s there any change in R square or Adj R square

‘How are Sem2_Math & Final score related now? As Sem2_Math score
increases, what happens to Final score?

*Draw a scatter plot between Sem1_Math & Sem2_Math
*Find the correlation between Sem1_Math & Sem2_Math

www.statinfer.com
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Steps - Multiple Regression- issues

Fig49:Linear Regression(all variables) Fig50: R-Script

Properties Project

Multiple Regression - issues
4 Execute R Script

Jo R Script
1 datasetl <- maml.mapInputPort(l) # class: data.frame
igi Final Exam Score.csv 2
/)% 3 eml <- 1m(dataset1)|
S 4 summary(eml)
?“ Select Columns in Dataset v ‘?Iﬂ Select Columns in Dataset 5 =
.\ ///. 6 maml.mapOutputPort("datasetl”);
;En Join Data v
(R Execute R Script
www.statinfer.com
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Steps - Multiple Regression- issues

Multi

fig51:Negative impact

ple Regression - issues » Execute R Script » R Device

(Intercept) -2.59173 182528 -1420 0.1650
Sem1_Science 0.1406°2 0.05404 2604 00137 *
Sem2_Science 028936 0.04104 7.051 4.54e-08 ***
Semi_Math 0.88015 0.14943 5.890 1.33e-06 *=**
SemZ2 Math -0.26064 014630 -1.781 0.0840

Signif codes: 0 ***' 0.001 **' 0.01"* 005 01""1

- 1.32 on 33 degrees of freedom
u

or
Multiple R-squared: 09855, Adjusted R-squared: 0:9837
N

www.statinfer.com

fig52: Positive impact(without Sem2_Math)

W\ statinfer

Multiple Regression - issues » Execute R Script » R Device

Coefficients

Estimate Std. Error t value Pr{>|t})
(Intercept) -3.62168 2.56368 -1413 0.1668
Sem1_Science 016770 0.07598 2207 00341+
Sem2_Science 0.29794 0.05787 5.149 110e-05 ***
Sem2_Math 0.56328 0.06050 9311 7.03e-11***

Machine Learning Made Easy
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Steps - Multiple Regression- issues

fig53:Scatter Plot(Sem1_Math vs Sem2_Math) fig54:Correlation(Sem1_Math vs Sem2_Math)
D [ ]
00 °
a5 .. ¢
' e Sem1_Math  Sem2_Math
9[\ ® L I J =
L °
= 25
O .
o3 e 9
g 'Y 8 1 0.99’405
:' .« "0 0.992495
70 .
0D o
ol

Sem1_Math
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Multicollinearity
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Multicollinearity

*Multiple regression is wonderful - In that it allows you to consider the
effect of multiple variables simultaneously.

*Multiple regression is extremely unpleasant -Because it allows you to
consider the effect of multiple variables simultaneously.

*The relationships between the explanatory variables are the key to
understanding multiple regression.

*Multicollinearity (or inter correlation) exists when at least some of the
predictor variables are correlated among themselves.

www.statinfer.com
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Multicollinearity

*The parameter estimates will have inflated variance in presence of
multicollineraity

*Sometimes the signs of the parameter estimates tend to change

*If the relation between the independent variables grows really strong

then the variance of parameter estimates tends to be infinity -
?

www.statinfer.com
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Multicollinearity detection

Y = ,Bo T ,lel + ,32X2 T ﬂsxs + ,B4X4

« Build a model X1 vs X2 X3 X4 find R square, say R1
« Build a model X2 vs X1 X3 X4 find R square, say R2
» Build a model X3 vs X1 X2 X4 find R square, say R3
« Build a model X4 vs X1 X2 X3 find R square, say R4

* For example if R3 is 95% then we don’t really need X3 in the model
 Since it can be explained as liner combination of other three
* For each variable we find individual R square.

www.statinfer.com
Machine Learning Made Easy
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Multicollinearity detection

« 1/(1-R?) is called VIF.

 VIF option in R automatically calculates VIF values for each of the
predictor variables

60% 70%
2.50 3.33

www.statinfer.com
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LAB: Multicollinearity

*ldentify the Multicollinearity in the Final Exam Score model
*Drop the variable one by one to reduce the multicollinearity

*ldentify and eliminate the Multicollinearity in the Air passengers
model

www.statinfer.com
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Steps - Multicollinearity

fig55: VIF (all variables)

fig56: R-Script (VIF)

i“i Final Exam Score.csv

I 1 library(car)
— ———— . 2 datasetl <- maml.mapInputPort(1l) # class: data.frame
?HH Select Columns in Dataset v ;EHH Select Columns in Dataset v 3
4 eml <- lm(datasetl)
\ / 5 summary(eml) |
6 vif(eml)
;Em Join Data v 7 ]
8 maml.mapOutputPort("datasetl”);
(R Execute R Script v
www.statinfer.com

Properties Project
Jo 4 Execute R Script
R Script
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Steps - Multicollinearity

figb7:Variables with high VIF Values(Sem1_Math)

Multiple Regression - issues » Exec

ute R Script » R Device

ntercept) -2.59173 252 1650
Sem1_Science 014069 0.05404 2.604 0.0137*
Sem2_Science 0.28936 0.04104 7.051 4.54e-08 ***
Sem1_Math 0.88015 0.14943 5.890 1.33e-06 ***
Sem2_Math -0.26064 014630 -1.781 0.0840
Signif. codes: ‘0 **** 0.001 ** 0.01 " 0.05".! 0.1" "1
Residual standard error: 1.32 on 33 degrees of freedom
Multiple R-squared: 0.9855, Adjusted R-squared: 0.9837
F-statistic: 560.4 on 4 and 33 DF, p-value: < 2.2e-16
Sem?1_Science Sem2_Science Sem1_Math Sem2_Math

49./87651

49.648860

www.statinfer.com
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Multiple Regression - issues

figb7:Variables with high VIF Values(Sem1_Science)

> Execute R Script

Max
43065

n Q Meadian
02 -1.405

3Q

1-0.1948 0.7619

Std. Error t value Pr{>{t])
(Intercept) -3.62168 256368 -1413 0.1668
Sem1_Science 016770 0.07598 2207 00341+
Sem2_Science 0.29794 0.05787 5.142 1.10e-05 ***
Sem2_Math 0.56328 0.06050 92.2117.03e-11**
Signif. codes: 0 ***' 0.001"**'0.01'*005''01"'"'1

"'idua standard error: 1.863 on 34 degrees of freedom
viuitiple R-squared: 0.9702,

F-statistic i

Adjusted

4 DF, p-value: < 2.22-16

13695 0n 3 and

6.60¢866

R-squared: 0.9676
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Steps - Multicollinearity

fig57:Variables with low VIF Values

D

Multiple Regression - issues » Execute R Script » R Devic

Min 1Q Median 3Q Max

Signif. codes:: 0 ™***' 0.001 ** 0.01™ 0.05°.°0.1" "1

Residual standard error: 1.963 on 35 degrees of freedom
Multiple R-squared: 0.966 Adjusted R-squared: 0.964
F-statistic: 496.9 on 2 and 35 DF, p-value: < 2.2e-16
SemZ_Science SemZ_Math
2557323 2.557323
www.statinfer.com
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Multiple Regression model
building
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Lab: Multiple Regression

-Dataset: Webpage_Product_Sales/Webpage_Product_Sales.csv
*Build a model to predict sales using rest of the variables
*Drop the less impacting variables based on p-values.

*|s there any multicollinearity?

How many variables are there in the final model?

*What is the R-squared of the final model?

*Can you improve the model using same data and variables?

www.statinfer.com
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Steps - Multiple Regression

fig60: Multiple Regression(Web_Products_Sales) fig61:R-Script(creating Model)

Lab: Multiple Regression Finished running Rraperies  Projeck
4 Execute R Script

Q ye R Script

W\ statinfer

i Webpage_Product_Sales.csv

1 wps <- maml.mapInputPort(l) # class: data.frame
2 |
3 wpsmodel <- 1lm(wps)

: B ; / 4 summary(wpsmodel
Select Columns in Dataset v AT Select Columns in Dataset v )’( g )

5
\ /v 6 maml.mapOutputPort("wps");

Join Data v

/

v

2]
Rl 1]

2
“HT

(R Execute R Script v

www.statinfer.com
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Steps - Multiple Regression

fig62:Removing Variables with high P-Values

Lab: Multiple Regression » Execute R Script » R Device
Coefficients:
Estimate S’c Error t value Pr(>|t])

(Intercept) 6.5782+03 1.269e+03 5.185 2.85e-07 ***
DayofMonth -‘TGSe-GT 1497e+01 3.142 0.00175**

Weexday 1.352e+03 6.625e+01 20414 < 2e-16***
Month 4828e+02 4.106e+01 11.759 < 2e-16***
Social_Network_Ref_links 6 9e+«,0 OS-‘—e-ST 16.551 < 2e-16 ***

Online_Ad_Paid_ref links

Clicks_From_Serach_Engine _6‘1-re 03 9. e-01 0.003 0.99776
Special_Discount 4661e+03 3.980e+02 11.712 < 2e-16***

Lab:

Holiday 1.882e+04 6.7 <
Server_Down_time_Sec -1.344e+02 1.382e+01 -9.724 < 2e-16***
Web_Ul_Score -5.506e+00 1.133e+01 -0.494 0.62153
Signif. codes: 0 ™** 0.001 **' 0.01"™= 0.05".01""1
Residual standard error: 3468 on 680 degrees of freedom
Multiple R-squared: 08159, ﬁdjdc'ed R-squared: 0.8132
F-statistic: 301.3 on 10 and 680 DF, p-v < 2.2e-16
www.statinfer.com

fig63:R-Squared Value after removing

Multipie Regression » Execute R Script » R Device

Coefficients:
(Intercept) 6136.6?:
DayofMonth

'ee aday 1

+L«

Sor al_Network_Ref_links
Online_Ad_Paid_ref _links
ecial_Dis

A

count

0+ 0,001 ** 0.01 ™

codes: Y

of freedom
ared: 0.8137

Residual standard error: 3463 on
Mu :?oin Q—S-quafed' 0.8158,
F 6 on 8 and 682 DF,

1
'{
‘P
vf
o
A

Machine Learning Made Easy
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Steps - Multiple Regression

fig64:R-Script(VIF) fig65:Final R-Squared Value(no high values in VIF)
Properties Project
4 Execute R Script
R Script
1 library(car) Residual standard error: 3463 on 682 degrees of freedom
2 wps <- maml.mapInputPort(l) # class: data.frame Multiple R-squared: 08158,  Adjusted R-squared: 0.8137
. F-statistic: 377.6 on 8 and 682 DF, p-value: < 2.2e-16
4 wpsmodel <- 1lm{wps)
5 summary(wpsmodel) . ) )
6 \fif(wpsmodel) L/?)'OT\AO?"-I'-I E‘E"’\da"v" Montnh
7 1.003920 1.004835 1.011854
8 maml.mapOutputPort("uwps"); Social_Network_Ref_links Online_Ad_Paid_ref_links Special_Discount
1.005806 017814 1.351502
Holiday Server_Down_time_Sec
1.364391 1.017948

www.statinfer.com
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Conclusion - Regression

*Try adding the polynomial & interaction terms to your regression line.
Sometimes they work like a charm.

*Adjusted R-squared is a good measure of training/in time sample error.
We can’t be sure about the final model performance based on this. We
may have to perform cross-validation to get an idea on testing error.

*Qutliers can influence the regression line, we need to take care of
data sanitization before building the regression line.

www.statinfer.com
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Thank you
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Part 6/12 - Logistic
Regression Analysis With
Azure

Venkat Reddy Konasani
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Contents

*What is the need of logistic regression?
Building logistic Regression line
*Goodness of fit measures
*Multicollinearity

*Individual Impact of variables

*Model selection
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What is the need of non-linear
regression?



LAB: What is the need of logistic \ statinfer
regression?

-Dataset: Product Sales Data/Product_sales.csv

*What are the variables in the dataset?

*Build a predictive model for Bought vs Age

*What is R-Square?

*If Age is 4 then will that customer buy the product?
*If Age is 105 then will that customer buy the product?
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Steps - need of logistic regression

*Drag and drop the Data set (Product Sales Data/Product_sales.csv)
*Click on output circle and then visualize

*Check out the column names

*First find out the dimensions and of the dataset

*And then build a linear regression Model for Bought Vs Age
Drag-and-drop ‘select column from dataset’ and select both Bought and Age columns
Search for ‘Linear Regression’, drag-and-drop it into the canvas

Click on ‘Linear Regression’ make sure that in properties window ‘Ordinary Least
Squares’ is selected for solution method

Search for ‘Train Model’, drag-and-drop it into the canvas

Connect the output of ‘Linear Regression’ to left input of the ‘Train Model’ ‘select
column from dataset’ to right input of the ‘Train Model’

Click on “Train Model’, select launch column selector in the properties window
Select the column(Bought) for which the prediction to be done

Drag-and-drop ‘Score Model’ from left pane and uncheck the ‘Append score column’ in
properties window
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Steps - need of logistic regression

Connect the output of ‘Train Model’ to left input of the ‘Score Model’ ‘select
column from dataset’ to right input of the ‘Score Model’

Drag-and-drop ‘Evaluate Model’ from left pane
Connect the output of ‘Score Model’ to the input of ‘Evaluate Model’

Click on Run E

After execution click on the output circles of ‘Train Model’, ‘Score Model’ and
‘Evaluate Model’ to see the value of R-squared

Now we need to predict if the Age is 4 will that customer will purchase the product

or not
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Steps - need of logistic regression

In the experiment click on in the bottom pane

Select Retraining Web Service

Click onn to run in the bottom pane

After execution again click on in the bottom pane and select Predictive Web
Service

Again Click onE to run in the bottom pane

After execution click on it will deploy and take you to the web service page
Click on the Test button, Enter data to predict window will open
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Steps - need of logistic regression

Fig1:visualize the data Fig2:Dimension of the dataset

LOQBUC RegrESSIOﬂ Logistic Regression » Product_sales.csv » dataset
467
{ﬁ Product_sales.csv J
ii - ' Age Bought
(1) |
\._.ﬂ View as
¥ Download s "l [ | I

M

il Visualize
[} Generate Data Access Code..,

] Open in a new Notebook J




Steps - need of logistic regression

Fig3: Selecting the columns (Bought and Age

igi Product sales.csv

'

/

L |
E .
[\Hﬂ Select Columns In Dataset

()
v

s

4 Select Columns in Dataset

Select columns

Selected columns:
Colurin names:

Brnnkt Ao
pougnLAQe
b

Launch column selector

Fig4: Trained model

& product_sales.csv
=" -
L ]

S

.

B8 sslect Columns in Dataset

k1

@ Train Model )
\ |
@ Score Mode

C
o

g ™~
o

&

i
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Steps - need of logistic regression

* Figh: R-squared

Log

stic Regression » Evaluate

L]

4 Metrics

Mean Absolute Error
Root Mean Squared Error
Relative Absolute Error
Relative Squared Error
Coefficient of
Determination

0.143603
0.197182
0.291549
0.157876

0.842124

Model » Evaluation results

R-squared

<—
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Steps - need of logistic regression

Fig6: Enter the value for prediction for Age 4 Fig7: Prediction for Age4

Tezt Logiztic Regrezzion [Predictive Exp.] Service
Enter data to predict

AGE

4 'Logistic Regression [Predictive Exp.]' test returned [F45°0%~0.0866430123741602...

BOUGHT

0
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Steps - need of logistic regression

Fig8: Enter the value for prediction for Age105 Fig9: Prediction for Age 105

Tezt Logistic Regrezsion [Predictive Exp.] Service
Enter data to predict

AGE 'Logistic Regression [Predictive Exp.]' test returned [* 1055505, "2028509975955187]...

| 5

BOUGHT

0
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Something wrong

*The model that we built above is not right.

*There is certain issues with the type of dependent variable
*The dependent variable is not continuous it is binary

*We can’t fit a linear regression line to this data
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Linear Regression line for above data

* Fig10: Enter the value for prediction for Age105

= o 00 00000000 0000000 00000000
© |
o
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= 1 ©00000gpf00000000000 00 o o
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Why not linear ?



W\ statinfer

Why not linear ?

*Consider Product sales data. The dataset has two columns.

Age - continuous variable between 6-80

Buy(0- Yes ; 1-No)
Fig 11: plot between Age Vs Buy

1.2
1 o Y Eh @ W e
0.8

0.6

Buy

0.4

0.2

0 ® o6 @ o o

0 10 20 30 40 50 60 70 80
Age
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Why not linear ?

Regression line fitting(not passible)

No

Yes

70 80
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Real-life examples

*Gaming - Win vs. Loss

*Sales - Buying vs. Not buying

*Marketing - Response vs. No Response

*Credit card & Loans - Default vs. Non Default
*Operations - Attrition vs. Retention

*Websites - Click vs. No click

*Fraud identification -Fraud vs. Non Fraud
*Healthcare -Cure vs. No Cure
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A Logistic Function
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Some Nonlinear functions

Fig12: Regression line fitting(not possible)

0.4 v =
;’f | Gaussian

/R \ .i
’ | \ .
\ M Quadratic [WEE
0.1 / "*.1_. 1 Y X
| ;r, ...x\ 1,"' lI,-' 2
] gfidag B '-.\x
-4 -2 4] \
o I Double

exponential

A Dt
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A Logistic Function

Logistic function
1.2

No 1 % W"‘?’?’“’“
0.8

0.6

/
0.2

Yes 0-*0—0—0—/0 . . e

Age
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The Logistic function

*We want a model that predicts probabilities between 0 and 1, that is, S-
shaped.

*There are lots of s-shaped curves. We use the logistic model:
*Probability = exp(By+ BX) /[1 + exp(By+ BX) ]

Logistic Function

1.0

0.8 -

0.6 -

0.4 -

0.2 -

0.0
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Logistic Regression Output

*In logistic regression, we try to predict the probability instead of
direct values

Y is binary, it takes only two values 1 and 0 instead of predicting 1 or O
we predict the probability of 1 and probability of zero

*This suits aptly for the binary categorical outputs like YES vs NO; WIN
vs LOSS; Fraud vs Non Fraud
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Logistic Regression Line
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Lab: Logistic Regression

-Dataset: Product Sales Data/Product_sales.csv

Build a logistic Regression line between Age and buying
*A 4 years old customer, will he buy the product?

*If Age is 105 then will that customer buy the product?
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Steps - logistic Regression

*Drag and drop the Data set (Product Sales Data/Product_sales.csv)
*Click on output circle and then visualize
*Check out the column names

*And then build a Logistic regression Model for Bought Vs Age

Drag-and-drop ‘select column from dataset’ and select both Bought and Age
columns

Search for ‘Logistic Regression’, drag-and-drop it into the canvas
Search for ‘Train Model’, drag-and-drop it into the canvas

Connect the output of ‘Logistic Regression’ to left input of the ‘Train Model’ ‘select
column from dataset’ to right input of the ‘Train Model’

Click on ‘Train Model’, select launch column selector in the properties window
Select the column(Bought) for which the prediction to be done

Drag-and-drop ‘Score Model’ from left pane and uncheck the ‘Append score column’
in properties window
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Steps - logistic Regression

Connect the output of ‘Train Model’ to left input of the ‘Score Model’ ‘select
column from dataset’ to right input of the ‘Score Model’

Drag-and-drop ‘Evaluate Model’ from left pane
Connect the output of ‘Score Model’ to the input of ‘Evaluate Model’
Click on Run E

After execution click on the output circles of ‘Train Model’, ‘Score Model’ and
‘Evaluate Model’
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Steps - logistic Regression

In the experiment click on in the bottom pane

Select Retraining Web Service

Click onm to run in the bottom pane

After execution again click on in the bottom pane and select Predictive Web
Service

Again Click on Eto run in the bottom pane

After execution click on it will deploy and take you to the web service page
Click on the Test button, Enter data to predict window will open



Steps - Logistic Regression

Fig 13: Logistic Regression

Ex-Logistic Regression

= { ct sa <y
[" Product_sales.csv J
L
} / Product_sales.csv.
¥
k.l

B elect Columns in Dataset

Fig 14: Two class logistic regression parameters

4 Two-Class Logistic Regression
Create trainer mode
Single Parameter bd

Optimization tolerance

| 1e-07 |

L1 regularization weight
K |
L2 regularization weight
K |
Memorny size for L-BFGS

[ 20 |

Fandom number seed

#*|  Allow unknown categ...

W\ statinfer
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Steps - Logistic Regression

-Optimization tolerance: Set a threshold value for optimizing the
model

*If the improvement falls below the specified threshold value, then the
algorithm meets on a solution and then training stops

L1 regularization weight and L2 regularization weight, Give a value
to use for the regularization parameters L1 and L2. Here we required
non-zero value is recommended for both

*Regularization is method for avoiding over fitting

*Memory size for L-BFGS: which indicates number of past and
gradients to store for the computation in further steps
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Steps - Logistic Regression

Fig 14-2 output of evaluate model
Fig 14-1 output of train model

Logiztic Regrezcion » BEvaluats Model » BEwvaluation reculis
4 Metrics
Mean Absolute Error 0.143003
Root Mean Squared Error Q197182
Relative Absolute Error 0.291549
Relative Squared Error JASTETE

Coefficient of

. Determination O-Bazlza
Feature Weights
4 Frror Histogram
Feature Weight
200
| ] 120
2ias -017041 .
140
i.'_",_g: O 020542 g 120
= e T I 100
= ano
a0
a0
20
1—:- o o o of P ot o ot AR An

o

Error
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Steps - Logistic Regression

*Create predictive experiment
*Check with Age 4 and Age 105 after deploying web service
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Steps - Logistic Regression

Fig 15: enter the value for prediction Age 4 Fig 16: Prediction for Age 4

Enter data to predict
AGE
4

‘Bx-Logistic Regression [Predictive Exp.]" test retumed 4505 05 03 1E0/335746266 ..

BOUGHT

0
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Steps - Logistic Regression

Fig 17 Enter the value for prediction for Age 105 Fig 18 Prediction for Age 105

Enter data to predict

- Ex-Logistic Regression [Predictive Bxp]| test retumed [ 105 ORI 0S0BAZ5S413314E] ..

BOUGHT
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Steps - Logistic Regression

*Fig 19: Linear Vs logistic regression

10

Product_sales$Bought
06 08

04

02

0o

Product_sales$Age
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Multiple Logistic Regression



Multiple Logistic Regression W statnfer

The dependent variable is binary

Instead of single independent/predictor variable, we have multiple predictors

Like buying / non-buying depends on customer attributes like age, gender, place,
income etc.,
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LAB: Multiple Logistic Regression

*Dataset: Fiberbits/Fiberbits.csv

Active_cust variable indicates whether the customer is active or already left the
network.

*Build a model to predict the chance of attrition for a given customer
using all the features.

*How good is your model?
*What are the most impacting variables?
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Steps - Multiple logistic Regression

*Drag and drop the Data set Fiberbits/Fiberbits.csv)

*Click on output circle and then visualize

*Check out the column names

*And then build a Multiple Logistic regression Model for Bought Vs Age

Drag-and-drop ‘select column from dataset’ and select both Bought and Age
columns

Search for ‘Multiple Logistic Regression’, drag-and-drop it into the canvas
Search for ‘Train Model’, drag-and-drop it into the canvas

Connect the output of ‘Multiple Logistic Regression’ to left input of the ‘Train
Model’ ‘select column from dataset’ to right input of the ‘Train Model’

Click on ‘Train Model’, select launch column selector in the properties window
Select the column(Bought) for which the prediction to be done

Drag-and-drop ‘Score Model’ from left pane and uncheck the ‘Append score column’
in properties window
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Steps - Multiple logistic Regression

Connect the output of ‘Train Model’ to left input of the ‘Score Model’ ‘select
column from dataset’ to right input of the ‘Score Model’

Drag-and-drop ‘Evaluate Model’ from left pane
Connect the output of ‘Score Model’ to the input of ‘Evaluate Model’

Click on Run E

After execution click on the output circles of ‘Train Model’, ‘Score Model’ and
‘Evaluate Model’ to see the value of R-squared

Now we need to predict if the Age is 4 will that customer will purchase the product
or not
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Steps - Multiple logistic Regression

In the experiment click on in the bottom pane

Select Retraining Web Service

Click onm to run in the bottom pane

After execution again click on in the bottom pane and select Predictive Web
Service

Again Click on Eto run in the bottom pane

After execution click on it will deploy and take you to the web service page
Click on the Test button, Enter data to predict window will open
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Steps - Multiple logistic Regression
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Fig 20: Intercept values
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Goodness of fit for a logistic
regression
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Goodness of fit for a logistic regression

*Classification Matrix
*AlIC and BIC
*ROC & AUC - Area under the curve



Classification Table & Accuracy

Predicted

W\ statinfer

e ) Tetemtves™

Also known as confusion matrix
Accuracy=(TP+TN)/(TP+FN+FP+TN)
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Classification Table

Sensitivity and Specificity are derived from confusion matrix

Predicted Classes

True positive (TP) False Negatives(FN)

O(Positive) Actual condition is Positive, it is | Actual condition is Positive, it is

truly predicted as positive falsely predicted as negative

False Positives(FP) True Negatives(TN)
Actual Classes

1(Negative) Actual condition is Negative, it is

Actual condition is Negative, it is

falsely predicted as positive truly predicted as negative

* Accuracy=(TP+TN)/(TP+FP+FN+TN)
« Misclassification Rate=(FP+FN)/(TP+FP+FN+TN)
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LAB: Confusion Matrix & Accuracy

*Create confusion matrix for product sales model and find the accuracy
*Create confusion matrix for Fiber bits model
*Find the accuracy value for fiber bits model

*Change try three different threshold values and note down the
changes in accuracy value
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Steps: Confusion Matrix & Accuracy

*Drag and drop the Data set (Product Sales Data/Product_sales.csv)
*Click on output circle and then visualize
*Check out the column names

*And then build a Logistic regression Model for Bought Vs Age

Drag-and-drop ‘select column from dataset’ and select both Bought and Age
columns

Search for ‘Logistic Regression’, drag-and-drop it into the canvas
Search for ‘Train Model’, drag-and-drop it into the canvas

Connect the output of ‘Logistic Regression’ to left input of the ‘Train Model’ ‘select
column from dataset’ to right input of the ‘Train Model’

Click on ‘Train Model’, select launch column selector in the properties window
Select the column(Bought) for which the prediction to be done

Drag-and-drop ‘Score Model’ from left pane and uncheck the ‘Append score column’
in properties window
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Steps - logistic Regression

Connect the output of ‘Train Model’ to left input of the ‘Score Model’ ‘select
column from dataset’ to right input of the ‘Score Model’

Drag-and-drop ‘Evaluate Model’ from left pane
Connect the output of ‘Score Model’ to the input of ‘Evaluate Model’

Click on Run E

After execution click on the output circles of ‘Train Model’, ‘Score Model’ and
‘Evaluate Model’

Similarly execute same steps for fiberbits model and change threshold values
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Steps: Confusion Matrix & Accuracy

True Positive  False Negative Accuracy Pracision Threshold E| AUC
202 3 0.983 0.976 0.5 0.983
False Positive  True Megative Recall F1 Score

5 257 0.985 0.981

Positive Label Megative Label

1 0

Fig 21: Accuracy and Confusion Matrix
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Steps: Confusion Matrix & Accuracy

Fig 23: Accuracy and Confusion matrix when threshold is 0.7
Fig 22: Accuracy and Confusion matrix when threshold is 0.5

Telte Bl duay b Theshold H Al True Positive  False Negative Accuracy Precision Threshold H AlC
False Positive  True Megative Recall F1 Score
False Positve  True Negative Recall  Flicore

5888 36253 0603 0707
13456 28683 0834 0807

Positive Label - Negative Label
Posttve Label Negafive Label 1 0

1 0
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Steps: Confusion Matrix & Accuracy

Fig 24: Accuracy and Confusion matrix when threshold is 0.3

True Positive  False Megative Accuracy Precision Thresheld EI ALC
56849 1010 0.694 0.658 0.3 0.830
False Positive  True Megative Recall F1 Score

29583 12558 0.983 0.788

Positive Label  Megative Label

1 0
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Multicollinearity
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Multicollinearity

*The relation is between X and Y is non linear, we used logistic
regression

*The multicollinearity is an issue related to predictor variables.
*Multicollinearity need to be fixed in logistic regression as well.

*Otherwise the individual coefficients of the predictors will be effected
by the interdependency

*The process of identification is same as linear regression
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LAB-Multicollinearity

*Is there any multicollinearity in fiber bits model?
* [dentify and remove multicollinearity from the model
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Steps-Multicollinearity

*Here to find out multicollinearity we take ‘execute R-script’ drag and
drop ‘execute R- Script’

R Script

1 # Map l-based optional input ports to wvariables

2 library[carﬂ

3 datasetl <- maml.mapInputPort{l) # class: data.frames

4 modell<-glm{datasetlfactive cust~datasetlfincoms

S +datasetldmonths_on_network

6 +datasetlSMum_complaints

7 +datasetl®number_plan_changes

= +datasetlSrelocatsed

a t+datasetl$monthly bill
1a t+datasetlftechnical issues_per_month
11 t+datasetl$Speed test result,family=binomial{}}
12

12 wif(modell)

14 maml.mapOutputPort("datasetl™);

Fig 25: R-script
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Steps - Multicollinearity

Fig 26: Multicollinearity

Multiple logistic regression » Execute R Script » R Dewvice

- Standard Output
FEwWorker pushed "portl” to R workspace.
Beginning R Executse Script

[1] 56000

Loading objects:

portl
[1] "Loeading wariable portl..”
dataset13income datasetTimaonths_orn_netwark
4 590705 A eAT0A0
dataset1fNum_complaints datasetIEnumbeaer_plan_changas
1018507 1126892
datzzetlfrelocatad ataset1fmonthly_bi
AA5847F 1.017565
datasetlItechnical_issues_per_month datazestZSpesaec_test_resul
1.02 1.20e999
[1] "Sawving wvariabls '
[1] "Sawving the following itemi{s) mmaml oport1”

-4 Standard Error

R reported no errors.
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Individual Impact of Variables
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Individual Impact of Variables

*Qut of these predictor variables, what are the important variables?
*If we have to choose the top 5 variables what are they?

*While selecting the model, we may want to drop few less impacting
variables.

*How to rank the predictor variables in the order of their importance?



Individual Impact - z values & Wald chi- ™ s@=tmter
square

*We can simply look at the z values of the each variable. Look at their
absolute values

*Or calculate the Wald chi-square, which is nearly equal to square of
the z-score

*Wald Chi-Square value helps in ranking the variables
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LAB: Individual Impact of Variables

*ldentify top impacting and least impacting variables in fiber bits
models

*Find the variable importance and order them based on their impact
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Steps - Individual Impact of Variables

Fig 28: Individual impact of variables
Fig 27: Individual impact of variables Code

R Script ~
ol
LY== g
1 # Map 1-based optional input ports to variables =
2 library(car) J ST, [ . 10 39009
| ]y - "
3 datasetl <- maml.mapInputPort(l) # class: data.frame SR e mRee
4 deE11<—glm{datasetl$actiue_custndataset1$inc:3me| = Antme ]l mmthe A meFe el 0 £C A
ot | | = —_r
5 +dataset1months _on_network s N metee e
6 +dataset1ENum_complaints Amtmem =TT B i e ] e 72 81107
- g LIl fu « «
7 +datasetl$number_plan_changes i —mem e
& +datasetl$relocated L L ) 24 QIQCE
a +dataset1Smonthly bill Udlasel I 2Nuimbel_piall_Lilalyges Ll S i e o O
1a +datasetl$technical issues_per month ad - T
— — Aatacat|Yralacatan R,
11 +dataset1%Speed test result,family=binomial()) AL L T e DA i
12 library(caret) a8 am
’ H_:-;.\:E- L P P - e Rl
13 varImp{modell, scale = FALSE) e =AY =T
14 summary {modell) - - - - =
Aatacar|sTerhnies TCIIET Oar mmonTh Sl =8 S =
15 'u'ifl:mcldelij LR L PR i e e R L -t - - oot | e
16 maml.mapOutputPort("datasetl"); B g g
CI3TA5ET | nnmean 188 recrs S5 Al
e L - -
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Model Selection
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How to improve model

By adding more independent variables?

By deriving new variables from available set?
By transforming variables ?

By collecting more data?

*How do we choose best model from the list of fitted models with
different parameters
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AlIC and BIC

*AlIC and BIC values are like adjusted R-squared values in linear
regression

*Stand-alone model AIC has no real use, but if we are choosing between
the models AIC really helps.

*Given a collection of models for the data, AIC estimates the quality of
each model, relative to each of the other models

*If we are choosing between two models, a model with less AIC is
preferred

*AIC is an
that generates the data



W\ statinfer

AlIC and BIC

*AIC= -2In(L)+ 2k
L be the maximum value of the likelihood function for the model
k is the number of independent variables

*BIC is a substitute to AIC with a slightly different formula. We will
follow either AIC or BIC throughout our analysis
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LAB-Logistic Regression Model Selection

*Find AIC and BIC values for the first fiber bits model(m1)
*What are the top-2 impacting variables in fiber bits model?
*What are the least impacting variables in fiber bits model?
*Can we drop any of these variables and build a new model(mz2)

-Can we add any new interaction and polynomial variables to increase
the accuracy of the model?(m3)

*We have three models, what the best accuracy that you can expect on
this data?
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Steps-Logistic Regression Model Selection

*Import ‘execute R-script’ tile

*Connect it to dataset

*Write the code for R-script (Fig no: 29)

*Click on Run

*Once finished click on second output circle to visualize
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Steps-Logistic Regression Model Selection

Fig 29: Impact of variables code

4 Execute R Script

R Script

Fig 30: Impact of variables

1 & Map l-based optional imput ports to variables

2 library(car)

: datasetl <- maml.mapInputPort(1) # class: data.frame
4 modell<-glm(datasetligactive_cust~datasetlEincome

s +datasetifmonths_on_network

[ +datasetlgnum_complaints

7 +datasetlEnumber_plan_changes

B8 +datasetifrelocated

9 +datasetigmonthly_bill

18 +datasetistechnical_issues_per_month

11 +datasetlfSpeed_test_result, family=binmomial())

12 libra (caret

13 varImp(modell, scale
14 #summary(modell)

15 #vif{modell)

17 library(stats)
18 AIC(modell)
19 BIC(modelil)

30 ey e e o PR

sMultiple logistic regressicon » Execute R Scoript » R C

Standard Output

i o o

i

o

i

'“":'“\LLLLLL%LLLD.LLLL
i |
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Steps-Logistic Regression Model Selection

Fig 31: AIC and BIC Code Fig 32: AIC and BIC values
4 Execute R Script
R Script . .
- - . hrAultiple logistic regression » Execute R Script * R Dewvice
1 # Map 1-based optiomal inmput ports to variables
2 library(car)
2 datasetl «<- maml.mapInputPort({1l) # class: data.frame = “
42 modell<-glm{datasetliactive cust~datasetlsincome orksoacs.
5 +datasetl¥months_on_network
= +dataset1fMum_complaints
7 +datasetl1fnumber_plan_changes
5 +datasetilsrelocated
<] +datasetlfmonthly_bill AIC and BIC
12 +datasetlftechnical_issues_per_month
11 +dataset1$speed_test_result,family=bincmial(})
12 #library({caret) s Marml.oport]
12 #varImp(modell, scale = FALSE)
14 #summary({modell) -
15 #wif{modell)
1&
17 library(stats) -« Graphics
18 ATC{m 117
S BIC
:-1 TR S TR e P I Y




Steps-Logistic Re

Fig 33 AIC and BIC (impact of variable code)

R Script

W\ statinfer

ression Model Selection

b = T T R TV I O ]

]

[15])

=
5]

# Map 1-based optional input ports to variables
library{car)

datasetl <- maml.mapInputPort{l} # class: data.frame

modell<-glm(datasetlsactive_cust~
datasetlfmonths_on_network
+datasetlsium_complaints
+datasetlsnumber_plan_changes
+datasetlfrelocated
+datasetismonthly_bill
+datasetistechnical_issues_per month
+datasetlsspead_test_result,family=bimcmizl(})

library{caret)

varimp{medell, scale = FALSE)

2 #Fsummary (modell)

#yif{modell)

7 library(stats)

AIC{modell)
BIC{modell)

PR TS T A Pt I I

-

(AN

0

Fig 34: AIC and BIC (with impact of variable)

Here we discarded less impact variable (income)
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Steps-Logistic Regression Model Selection

Fig 36: AIC and BIC impact of variable
Fig 35: AIC and BIC code

R Script

TR mEEm e AR e T MMultiple logistic regression » Execute R Script » R Device
2 library(car)

! datasetl <- maml.mapInputPort(1) # class: data.frame 4 Standard Output

4 modell<-glm(datasetisactive_cust~datasetlfincome .

] +datasetismonths_on_network o
é +datasetifium_complaints

7 +datasetisnumber_plan_changes

] +datasetiirelocated

& sdatasetismonthly_bill
18 +(datasetistechnical_issues_per_month*datasetisnumber_plan_changes)
i1 +datasetiftechnical_issues_per_month =t
12 +(datasetisspesd_test_result~2) =
13 sdatasetifspead_test_result,family=binomial(}) -

1]

14 library{carst)

15 varImp(modell, scale = FALSE)
16 wsummary(modell)

17 u-u-if[m-:u.:e'.lii

18

19 library(stats)

28 AIC(modell)

21 BIC(modell)

[

TomTmoLoiLoooooon
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Conclusion: Logistic
Regression
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Conclusion: Logistic Regression

*Logistic Regression is a good foundation for all classification algorithms

A good understanding on logistic regression and goodness of fit
measures will really help in understanding complex machine learning
algorithms like neural networks and SVMs

*One has to be careful while selecting the model, all the goodness of fit
measures are calculated on training data. We may have to do cross
validation to get an idea on the test error
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Thank you
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Part 7/12 - Decision Trees
with Azure

Venkat Reddy
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Introduction
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Contents

*What is segmentation
*What is a Decision tree
Decision Trees Algorithm
Building decision Trees
*Tree validation

*Pruning

*Prediction using the model
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What is Segmentation?
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What is Segmentation?

*Imagine a scenario where we want to run a SMS marketing campaign to
attract more customers in the next quarter
* Some customers like to see high discount
* Some customers want to see a large collection of items
* Some customers are fans of particular brands
* Some customers are Male some are Female

*Divide them based on their demographics, buying patterns and profile
related attributes
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What is Segmentation?

*One size doesn't fit all

Divide the population in such a way that
» Customers inside a group are homogeneous
« Customers across groups are heterogeneous

*|s there any statistical way of dividing them correctly based on the
data
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Segmentation Business
Problem
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The Business Problem

Gender Marital Status Ordered the product Gender Marital Status Product order
M Married No

F Unmarried Yes F Unmarried 2
M Married No

M Married No

M Married No

M Married No

F Unmarried Yes

M Unmarried Yes

F Married No

M Married No

F Married No

M Unmarried No

F Married No

F Unmarried Yes



The Business Problem

O 00 N o0 U A W N =

_ A A o a
A W N 2 O

Gender

mT T T T T

Marital Status Ordered the
product

Married
Unmarried
Married
Married
Married
Married
Unmarried
Unmarried
Married
Married
Married
Unmarried
Married

Unmarried

W\ statinfer

Gender

Marital Status

Unmarried

Product order

2
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The Decision Tree Philosophy
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The Data

Gender Marital Status Ordered the

product Gender Marital Status Product order

Married

Unmarried F Unmarried 7

Married
Married
Married
Married
Unmarried

Unmarried

O 00 N o0 U A W N =

Married

—_
o

Married

—
—

Married

—_
N

Unmarried

—_
W

Married

mT T T T T

—_
N

Unmarried
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Re-Arranging the data

Gender Marital Status Product order
14-Total
10-No; 4 -Yes F Unmarried @y
_| No-71%: Yes-29%|
| |
8-Male 6-Female
7-No; 1-Yes 3-No; 3-Yes
_| No-86%: Yes-14%| No-50%: Yes-50%
| | | |

6-Married 2-Unmarried 3-Married 3-Unmarried
6-No; 0-Yes 1-No; 1-Yes 3-No; 0-Yes 0-No; 3-Yes

No-100%; Yes-O%!

No-50%; Yes-50%

No-100%; Yes-O%I

No-0%; Yes-100%|



Re-Arranging the data

14-Total

10-No; 4 -Yes

_| No-71%: Yes-29%|

W\ statinfer

Gender Marital Status Product order

F Unmarrieg

8-Male

7-No; 1-Yes

_| No-86%: Yes-14%|

6-Married
6-No; 0-Yes

No-100%; Yes-O%!

2-Unmariet
No; 1-Yes

—at

6-Female

3 NG5 3-Yes

No-50%: Yes-50%

No-50%; Yes-50%

3-Married
3-No; 0-Yes

3-Unmarried
0-No; 3-Yes

No-100%; Yes-O%I No-0%; Yes-100%|
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The Decision Tree Vocabulary

D @ &3

|
Sl i
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The Decision Tree Approach



W\ statinfer

The Decision Tree Approach

*The aim is to divide the whole population or the data set into
segments

*The segmentation need to be useful for business decision making.

*If one class is really dominating in a segment
* Then it will be easy for us to classify the unknown items
* Then its very easy for applying business strategy

*For example:

* [t takes no great skill to say that the customers have 50% chance to buy and 50%
chance to not buy.

* A good splitting criterion segments the customers with 90% -10% buying probability,
say Gender=“Female” customers have 5% buying probability and 95% not buying



Example Sales Segmentation Based on ™statnfer
Age

Total population 100

[50+ 50-]
50% \
Age
Young- 60 Old-40
[31+, 29-] [19+, -21]

_ﬂ—ﬂ



Example Sales Segmentation Based on ™ staunfer
Gender

Total population 100

[50+ 50-]
h&%
| Gender |
M-60 F-40
[48+, 12-] [2+, 38-]

' 80% ' 5%
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Main questions

*Ok, we are looking for pure segments

-Dataset has many attributes

*Which is the right attribute for pure segmentation?
-Can we start with any attribute?

*Which attribute to start? - The best separating attribute

*Customer Age can impact the sales, gender can impact sales ,
customer place and demographics can impact the sales. How to
identify the best attribute and the split?
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The Splitting Criterion
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The Splitting Criterion

*The best split is

*The split does the best job of separating the data into groups
* Where a single class(either 0 or 1) predominates in each group
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The Decision tree Algorithm
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The Decision tree Algorithm

*The major step is to identify the best split variables and best split
criteria

*Once we have the split then we have to go to segment level and drill
down further
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LAB: Decision Tree Building
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LAB: Decision Tree Building

-Data:Ecom_Cust_Relationship_Management/Ecom_Cust_Survey.csv
How many customers have participated in the survey?
*Overall most of the customers are satisfied or dis-satisfied?

*Can you segment the data and find the concentrated satisfied and dis-
satisfied customer segments ?

*What are the major characteristics of satisfied customers?
*What are the major characteristics of dis-satisfied customers?
*What are the final rules of the tree
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Steps - Decision Tree Building

-Drag and drop the dataset into the canvas

*No. of customers participated in the survey:
* Visualize the data, No. of rows is the value for No. of customers

*No. of satisfied and dis-satisfied customers
*Drag and drop Split Data, connect it to the dataset
* Select Splitting mode as Regular Expression
« expression = \"Overall_Satisfaction” "Dis Satisfied
* Click run

* Visualize the first output circle of Split Data No. of rows is the No. of dis-satisfied
customers

* Visualize the second output circle of Split Data No. of rows is the No. of satisfied
customers
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Steps - Decision Tree Building

Fig1: Total No. of Customers Fig2: Splitting Data
Decision Tree Lab-1 » Ecom_Cust Survey.csv » dataset Dt <aved 3t 21817 M 4 5plitDats
rows columns p Sp“ttiﬂg mode
11812 71 _
‘RegularEmreasmn '
]
. Order Improvement g Ecom Cust Survey.csv
Cust num  Region  Age Quantity Customer_Type Area 'i REQUEI’EIPFESSiDI’I
view as \"Overall Satisfaction™ AD
wi QM U s b By M R
. M START TIME 6/22/20.
- . Product
1 WES 45 24 Prime . B .
QJ&H; {“ﬂ Spht Datz v ] END TIME 6}/22/20
. ) ; o Product i‘T\ G\l o
2 st~ Prme Qualy (VA FLAPSEDTIVE  0:00:000..
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Steps - Decision Tree Building

Fig3: Total No. of Dis-Satisfied Customers Fig4: Total No. of Satisfied Customers

Dacision Tree Lab-1 » Split Data » Results datasetl Decision Tree Lab-1 » Split Data » Results dataset2
rows columns rOWs columns
6411 7 5401 7
. Order Improvement : Order Improvement
Custnum  Region  Age Quantity Customer_Type Area Cust_num  Region  Age Quantity Customer_Type Area
view as view as
wt WM el b Do N wt W0 DWW Lo
r -+ ] Pr ct
1 WEST 45 24 Prime ek 2 EAST 200 75 Prime e
Quality Quality
4 SOUTH 66 28 Prime Webstte U 3 AT 28 T Prime Eh'lik”“ggﬁ
e e- 5 | Packing & S
8 Weoosr 2 Nonpime g ing 5 WEST 22 39 Prime Website Ul
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Steps - Decision Tree Building

*Building Decision Tree :
*Drag and drop the Dataset into the canvas

*Drag and drop Two-Class Boosted Decision Tree, Train Model, Score Model and
Evaluate Model

« Connect Two-Class Boosted Decision Tree to the first input of Train Model and
Dataset to the Second input of Train Model

» Connect the output of Train Model first input of Score Model and Dataset to the
Second input of Score Model

 Connect the output of Score Model to the input of Evaluate Model
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Steps - Decision Tree Building

* Click on Two-Class Boosted Decision Tree and select the following:
* Create trainer mode - Single Parameter
* Maximum number of leaves per tree - 3
* Minimum number of samples per leaf node - 30
*Learning rate = 0.2
* Number of trees constructed - 1

* Click on Train Model and select the column for which the prediction is
done(Overall_Satisfaction)

* Click run and visualize the output of Train Model and Evaluate Model



Steps - Decision Tree Building

Fig5: Decision Tree Model

Decision Tree Lab-1

@ Two-Class Boosted Decision...

|

ol Ecom_Cust Survey.csw
== y

Draft saved
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Steps - Decision Tree Building

Fig6: Properties(Two-Class Boosted Decision)

4 Two-Class Boosted Decision Tree
Create trainer mode

Single Parameter

Maximum number of leaves per tree

Fig7: Properties(Train Model)

W\ statinfer

e}

rMinimum number of samples per leaf node

==

=LY,

Learning rate

0.2

Mumber of trees constructed

4 Train Model

Label column

Selected columns:
Column names: Cverall_Satisfaction

Launch column selector

START TIME B6/22/2017 3:38:14 PM
END TIME B6/22/2017 3:38:18 PM
ELAPSED TIME 0:00:04.321

STATUS CODE Finished

.....

STATUS DETAILS  None
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Steps - Decision Tree Building

Fig8: Decision Tree (Satisfied Rule) Fig9: Decision Tree(Dis-Satisfied Rule)
Statistics o
Statistics
Order Quantity |
Q / Order Quantity

PREDICATE  Order Quantity < 40.5 B )
PREDICATE  Order Quantity £ 40.5

SPLIT GAIN  322,205442 SPLIT GAIN 322.295442

Age Age

PREDICATE Age £ 295 PREDICATE Age £ 20.5
SPLIT GAIN - 46303112 SPLIT GAIN 46303112
PREDICTION  Dis Satisfied PREDICTION  Dis Satisfied

Note: Prediction - Satisfied is wrongly printed as Dis-Satisfied
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Tree Validation
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Classification Table & Accuracy

Predicted
Classes

O(Positive) 1(Negative)

O(Positive) True positive (TP) False Negatives(FN)

Actual Classes Actual condition is Positive, it is | Actual condition is Positive, it is

truly predicted as positive falsely predicted as negative

1(Negative) False Positives(FP) True Negatives(TN)

Actual condition is Negative, it is

falsely predicted as positive Actual condition is Negative, it is

truly predicted as negative

* Accuracy=(TP+TN)/(TP+FP+FN+TN)
» Misclassification Rate=(FP+FN)/(TP+FP+FN+TN)
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LAB: Tree Validation
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LAB: Tree Validation

*Create the confusion matrix for the model

*Find the accuracy of the classification for the Ecom_Cust_Survey
model
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Steps - Tree Validation

Fig10: Decision Tree (Evaluation)

Accuracy Precision Threshold EI AUC
0.942 0.992 0.5 0.937
Recall F1 Score

0.880 0.933
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The Problem of Overfitting
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LAB: The Problem of Overfitting

-Dataset: “Buyers Profiles/Train_data.csv”

*Import both test and training data

Build a decision tree model on training data

*Find the accuracy on training data

*Find the predictions for test data

*What is the model prediction accuracy on test data?
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Steps - The Problem of Overfitting

Building Decision Tree with Training Data :
*Drag and drop the Dataset into the canvas

*Drag and drop Two-Class Boosted Decision Tree, Train Model, Score Model and
Evaluate Model

« Connect Two-Class Boosted Decision Tree to the first input of Train Model and
Dataset to the Second input of Train Model

» Connect the output of Train Model first input of Score Model and Dataset to the
Second input of Score Model

 Connect the output of Score Model to the input of Evaluate Model
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Steps - The Problem of Overfitting

* Click on Two-Class Boosted Decision Tree and select the following:

* Create trainer mode - Single Parameter

* Maximum number of leaves per tree - 6

* Minimum number of samples per leaf node - 1

*Learning rate = 0.2

* Number of trees constructed - 1
* Click on Train Model and select the column for which the prediction is done(Bought)
* Click run and visualize the output of Train Model and Evaluate Model



Steps - The Problem of Overfitting

Fig11: Model With Training Data

W\ statinfer



Steps - The Problem of Overfitting

Fig12: Properties(Two-Class Boosted Decision)

Properties Project

4 Two-Class Boosted Decision Tree

Create trainer mode

Single Parameter

MMaximum number of leaves per tree

Fig13: Properties(Train Model)

W\ statinfer

=

MMinimum number of samples per leaf node

Learning rate

0.2

Mumber of trees constructed

Properties Project

4 Train Model

Label column

Selected columns:
Column names: Ecught

Launch column selector

START TIME 6/22/2017 5:21:18 PM
END TIME 6/22/2017 5:21:18 PM
ELAPSED TIME 0:00:00.000

STATUS CODE Finished




Steps - The Problem of Overfitting

Fig14: Decision Tree Prediction(Training)

[# Edges

PREDICATE Gender.Female = 0.5
SPLT GAIN 0.285714

GAIN P-VALUE  0.012075

Age

PREDICATE Age =14
SPUT GAIM 0.030476

GAIMN P-VALUE  0.542647

Age

PREDICATE bAge 2115
SPUT GAIM 0.106667

GAIN P-VALUE 0.382733

Fig15: Accuracy(Training)

W\ statinfer

Accuracy

1.000

Recall
1.000

Precisian

1.000

F1 Score

1.000
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Steps - The Problem of Overfitting

Building Decision Tree with Testing Data :

* With the same model instead of passing Training Dataset to the Score Model now
pass the Test Data

* Click run
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Steps - The Problem of Overfitting

Fig16: Model With Test Data

Two-Class Boosted Decision... a i‘;“i Train_data.csv
L J -
\ //
@ T Model W iﬁi Test_data.csv
\ /
Score Model '
.,/.
Evaluate Model L
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Steps - The Problem of Overfitting

Fig17: Accuracy(Test Data)

Accuracy Precision
0.333 0.500
Recall F1 Score




The Problem of Overfitting

*Build a decision tree on Prune_Sample.csv

Age
29
34
13
27
10
68
15
53
51
48
63
43

47

Gender

Male
Male
Female
Female
Female
Male
Male
Male
Male
Female
Female
Male
Female
Female

Bought
Yes
Yes
Yes
No
No
Yes
Yes
Yes
No
No
No
Yes
No
No

[1]
Mo

50 50

100%

W\ statinfer
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The Final Tree with Rules

4) Gender=Female & Age>=20 No *

a

10) Gender=Female & Age< 20 & Age< 11.5No * 5{;405{}

11) Gender=Female & Age< 20 & Age>=11.5 Yes * 100%

12) Gender=Male & Age>=47 & Age< 52 No * - {ves ) Gender = Female - (o J--~ -

13) Gender=Male & Age>=47 & Age>=52 Yes *
7) Gender=Male & Age< 47 Yes *
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The Problem of Overfitting

* If we further grow the tree we might even

Age Gender _ Bought see each row of the input data table as the
29 Male Yes final rules
34 Male Yes . o
13 Female Yes » The model will be really good on the training
27 Female No data but it will fail to validate on the test
10 Female No data
68 Male Yes . ]
15 Male Yes » Growing the tree beyond a certain level of
53 Male Yes complexity leads to overfitting
2; F(,;Ar:l:le Eg ° A rea!ly.big tree is very likely to suffer from
63 Female No Overfltt]ng.
43 Male Yes
8 Female No

47 Female No
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Pruning



Pruning

Age
29
34
13
27
10
68
15
53
51
48
63
43

47

Gender

Male
Male
Female
Female
Female
Male
Male
Male
Male
Female
Female
Male
Female
Female

Bought
Yes
Yes
Yes
No
No
Yes
Yes
Yes
No
No
No
Yes
No
No

W\ statinfer

* Growing the tree beyond a certain level of complexity leads to

overfitting

*In our data, age doesn’t have any impact on the target variable.

* Growing the tree beyond Gender is not going to add any value. Need
to cut it at Gender

* This process of trimming trees is called Pruning

Mo
50 50
100%

Yes
14 86
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Pruning with Value of Split Gain

*Pruning helps us to avoid overfitting

*Generally it is preferred to have a simple model, it avoids overfitting
issue

*Any additional split that does not add significant value is not worth
while.

*The value of split gain gives an idea about the split by seeing this we
can decide weather the split is required or not
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LAB: Pruning
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LAB: Pruning

*Rebuild the model for above data
*Check the Split Gain at each node

*Change the value of ‘Maximum number of leaves per tree’ to achieve
an optimal level tree

*Prune the decision tree
-calculate the training and test Accuracy
*Check whether there is an issue of overfitting in the final model
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Steps - Pruning

At the second node we can find that the split gain is only 3%
*Change the value of Maximum number of leaves per tree to 2
Click on run

*Check the values accuracy and confusion matrix



Steps - Pruning

Fig18: Properties(Two-Class Boosted Decision Tree)

4 Two-Class Boosted Decision Tree
Create trainer mode

Single Parameter

Maximum number of leaves per tree

2

Fig19: Accuracy and Confusion Matrix

Minimum number of samples per leaf node

Learning rate

0.2

Mumber of trees constructed

Random number seed

True Positive

3

False Positive

0

Positive Label

Yes

False Megative

1

Trus Megative

2

MNegative Label
No

......

Precizion

1.000

F1 Score
0.857

#| Allow unknown categorical levels

W\ statinfer
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Two types of pruning
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Two types of pruning

*Pre-Pruning:
* Building the tree by mentioning Cp value upfront
*Post-pruning:

* Grow decision tree to its entirety, trim the nodes of the decision tree in a bottom-
up fashion
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LAB: Tree Building & Model
Selection
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LAB: Tree Building & Model Selection

*Import fiber bits data. This is internet service provider data. The idea
is to predict the customer attrition based on some independent
factors

Build a decision tree model for fiber bits data
*Prune the tree if required

*Find out the final accuracy

*Is there any 100% active/inactive customer segment?
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Steps - Tree Building & Model Selection

Building Decision Tree with FiberBits Data :
*Drag and drop the Dataset into the canvas

*Drag and drop Two-Class Boosted Decision Tree, Train Model, Score Model and
Evaluate Model

« Connect Two-Class Boosted Decision Tree to the first input of Train Model and
Dataset to the Second input of Train Model

» Connect the output of Train Model first input of Score Model and Dataset to the
Second input of Score Model

 Connect the output of Score Model to the input of Evaluate Model
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Steps - Tree Building & Model Selection

* Click on Two-Class Boosted Decision Tree and select the following:
* Create trainer mode - Single Parameter
* Maximum number of leaves per tree - 15
* Minimum number of samples per leaf node - 30
Learning rate - 0.09
* Number of trees constructed - 1

* Click on Train Model and select the column for which the prediction is
done(active_cust)

* Click run and visualize the output of Train Model and Evaluate Model
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Steps - Tree Building & Model Selection

Fig20: Decision Tree Modal(FiberBits)




Steps - Tree Building & Model Selection

Fig21: Properties(Two-Class Boosted Decision Tree)

Properties Project

A Two-Class Boosted Decision Tree

Create trainer mode

Single Parameter

rAzximum number of leaves per tree

Fig22: Properties(Train Model)

W\ statinfer

PAINIMum number of samples per leaf node

— =

Learning rate

0.09

MNurmber of trees constructed

Properties Project

4 Train Model

Label column

Selected columns:
Column names: =ctive cust

Launch column selector

Random number seed

| Allow unknown categorical levels
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Steps - Tree Building & Model Selection




W\ statinfer

Steps - Tree Building & Model Selection

Fig24: Statistics(income < 1992.5) Fig25: Statistics(income < 1992.5)

< ' it -

Statistics Speed_test_recult

relocated PREDICATE Speed_test_result = 80.5

N _ SPLIT GalM  23.5738085

PREDIC A relocated = 0.5

SPLIT GA 114.717084
ncComme

Speed_test result
PREDICATE inocome =< 1722.5

PREDICAT =5 = 7B.5 SR IT AR 7 T
.E E Speed_test result 5 SpPL SAIN  27.590679
SPLIT GAIN 98127054

' &
Speed_test_result eerme
- o DPREM AT - = 19092 5
PREDIC A Speed_test_result = B2.5 e E come = 199215

SPLIT GAIN  26.649203 SPLIT GAIN Taas
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Steps - Tree Building & Model Selection

Fig26: Accuracy and Confusion Matrix(with 15 leaf nodes)

Accuracy FPrecision
0.852 0.832
Recall F1 Score

0.932 0.879
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Steps - Tree Building & Model Selection

*The Split Gain value of the last level nodes are less than 10% and we
can remove them by changing the values of the leaf nodes

*We do this by reducing the value of Maximum number of leaves per
tree from 15 to 8

*Click run

*Check the accuracy of the modal if it is reducing to a larger amount
then increase the value of Maximum number of leaves per tree

*If accuracy is not reducing much try to find out any other split has
lesser gain and can be removed without having much impact on the
accuracy

*If any then remove it and run the modal again
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Steps - Tree Building & Model Selection

Fig27: Properties(Two-Class Boosted Decision Tree)

Properties Project

4 Two-Class Boosted Decision Tree
Create trainer mode

Single Parameter ¥

Maximum number of leaves per tree

Minimum number of samples per leaf node

Learning rate

[ 0.00 |

Mumber of trees constructed
Random number seed

#| Allow unknown categorical levels
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Steps - Tree Building & Model Selection
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Steps - Tree Building & Model Selection

Fig29: Statistics(income < 1722.5) Fig30: Statistics(income < 1722.5)
Statistics

PREEDICATE relocated = 0.5
Speed_ftest result
SPLIT G 114.717084
PREDIMCATE Speed_test result = 80.5
o T {5 TaNe
Speed_test result SELITGaIn 23.578085
PREDNCATE Speed_test _result = 78.5 INncome
SPLIT GAIN  98.127054
PREDICATE income < 1722.5
SPLIT GA 27.590679
Speed_test result

EDNCATE Speed test _result £ 82.5

SPLIT GAIN 26649203
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Steps - Tree Building & Model Selection

Fig31: Accuracy and Confusion Matrix(with 8 leaf nodes)

Acouracy Precision

0.826 0.842

Recall F1 Score
0.861 0.851
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Conclusion
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Conclusion

*Decision trees are powerful and very simple to represent and
understand.

*One need to be careful with the size of the tree. Decision trees are
more prone to overfitting than other algorithms

*Can be applied to any type of data, especially with categorical
predictors

*One can use decision trees to perform a basic customer segmentation
and build a different predictive model on the segments
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Thank you



We offer training on

-Data Analytics

Data Visualization
Predictive Modelling
-Data Science
*Machine Learning

Deep Learning
R

Python

*TensorFlow
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Contents

*How to validate a model?
*What is a best model ?
*Types of data

*Types of errors

*The problem of over fitting
*The problem of under fitting
-Bias Variance Tradeoff
*Cross validation

*Boot strapping
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Model Validation Metrics
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Model Validation

*Checking how good is our model

*|t is very important to report the accuracy of the model along with the
final model

*The model validation in regression is done through R square and Adj R-
Square

*Logistic Regression, Decision tree and other classification techniques
have the very similar validation measures.

*Till now we have seen confusion matrix and accuracy. There are many
more validation and model accuracy metrics for classification models
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Classification-Validation measures

-Confusion matrix, Specificity, Sensitivity

*ROC, AUC

*KS, Gini

*Concordance and discordance

*Chi-Square, Hosmer and Lemeshow Goodness-of-Fit Test
-Lift curve

All of them are measuring the model accuracy only. Some metrics work
really well for certain class of problems. Confusion matrix, ROC and
AUC will be sufficient for most of the business problems
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Sensitivity and Specificity
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Classification Table

Sensitivity and Specificity are derived from confusion matrix

Predicted Classes

O(Positive) 1(Negative)

True positive (TP) False Negatives(FN)

O(Positive) Actual condition is Positive, it is | Actual condition is Positive, it is

truly predicted as positive falsely predicted as negative
False Positives(FP) True Negatives(TN)

Actual Classes 1(Negative) Actual condition is Negative, it is

Actual condition is Negative, it is
truly predicted as negative

falsely predicted as positive

* Accuracy=(TP+TN)/(TP+FP+FN+TN)
« Misclassification Rate=(FP+FN)/(TP+FP+FN+TN)



Sensitivity and Specificity

W\ statinfer

* Sensitivity : Percentage of positives that are successfully classified as positive

* Specificity : Percentage of negatives that are successfully classified as negatives

O(Positive)

Actual Classes

1(Negative)

Predicted Classes

True positive (TP)

Actual condition is
Positive, it is truly
predicted as positive

False Positives(FP)

Actual condition is
Negative, it is falsely
predicted as positive

0(Positive) 1(Negative)

False Negatives(FN)

Actual condition is
Positive, it is falsely
predicted as negative

True Negatives(TN)

Actual condition is
Negative, it is truly
predicted as negative

Sensitivity=
TP/(TP+FN) or TP/
Overall Positives

Specificity =
TN/ (TN+FP) or TN/
Overall Negatives



W\ statinfer

Calculating Sensitivity and
Specificity
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LAB - Sensitivity and Specificity

Build a logistic regression model on fiber bits data
*Create the confusion matrix

*Find the accuracy

*Calculate Specificity

*Calculate Sensitivity
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Steps - Sensitivity and Specificity

Drag and drop the Dataset into the canvas

Drag and drop Two-Class Logistic Regression, Train Model, Score Model and
Evaluate Model

Connect Two-Class Boosted Logistic Regression to the first input of Train Model
and Dataset to the Second input of Train Model

Connect the output of Train Model first input of Score Model and Dataset to the
Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model

Click on Train Model and select the column for which the prediction is
done(active_cust)

Click run and visualize the output of Evaluate Model
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Steps - Sensitivity and Specificity

Fig1: Logistic Regression (Fiberbits.csv)

@ Two-Class Logistic Regression =1 Fiberbits.csv
®




W\ statinfer

Steps - Sensitivity and Specificity

Fig2: Sensitivity and Specificity(Threshold=0.5)

True Positive  False Megative Accuracy Precision Threshald E AUC
48268 9591 0.770 0.782 0.5 0.830
False Paositive True Megative Recal F1 Score
13458 28683 0.834 0.807
Positive Label Megative Labe
1 0
Fig3: Sensitivity and Specificity(Threshold=0.8)
True Positive  False Megative Accuracy Precision Threshald AUC
22443 35416 0.607 0.854 0.8 0.830
False Positive  True Megative Recal F1 Score

3847 38294 0.388 0.533

Positive Label Megative Labe

Fig4: Sensitivity and Specificity(Threshold=0.3)

Trus Positive  False Megative Accuracy Precision Threshold E| AUC
56849 1010 0.694 0.658 0.3 0.830
False Positive  True Megative Recal F1 Score
29583 12558 0.983 0.788

Positive Label MNegative Labe

1 0
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Sensitivity vs Specificity



W\ statinfer

Sensitivity and Specificity

By changing the threshold, the good and bad customers classification
will be changed hence the sensitivity and specificity will be changed

*Which one of these two we should maximize? What should be ideal
threshold?

*ldeally we want to maximize both Sensitivity & Specificity. But this is
not possible always. There is always a tradeoff.

*Sometimes we want to be 100% sure on Predicted negatives,
sometimes we want to be 100% sure on Predicted positives.

*Sometimes we simply don’t want to compromise on sensitivity
sometimes we don’t want to compromise on specificity

*The threshold is set based on business problem
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When Sensitivity is a high
priority
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When Sensitivity is a high priority

*Predicting a bad customers or defaulters before issuing the loan

Predicted Classes

0(Yes-Defaulter) 1(Non-Defaulter)

True positive (TP) False Negatives(FN)

Sensitivity=
Actual customer is bad and | Actual customer is bad TP/(TP+FN) or TP/
O(Yes-Defaulter) model is predicting them as | and model is predicting

Overall Positives

bad them as good

Actual Classes

False Positives(FP) True Negatives(TN)

Actual customer is good and , Specificity =
1(Non-Defaulter) R T iSRS C I TN/ (TN+FP) or TN/

bad ?Qsmmgf;c';predicmg Overall Negatives
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When Sensitivity is a high priority

*Predicting a bad defaulters before issuing the loan

Predicted Classes

0(Yes-Defaulter) 1(Non-Defaulter)

True positive (TP) False Negatives(FN)

Actual customer is bad and | Actual customer is bad Sensitivity=
0(Yes-Defaulter) model is predicting them as | and model is predicting TP/ (TP”FN). o TP/

Actual CL bad. Rejected a Loan of them as good Issued a Overall Positives
ctual 1-1asses 100,000 loan of 100,00

False Positives(FP) True Negatives(TN)

Actual -custom.er-ls good and el SR I Fee Specificity =
1(Non-Defaulter) IEBE 18 [EEC VRN SN 28 and model is predictin TN/(TN+FP) or TN/

bad. Rejected a Loan of P S )

100,000 them as good. Issued a Overall Negatives

loan of 100,00
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When Sensitivity is a high priority

* The profit on good customer loan is not equal to the loss on one bad
customer loan

*The loss on one bad loan might eat up the profit on 100 good customers
*In this case one bad customer is not equal to one good customer.

*If p is probability of default then we would like to set our threshold in such a
way that we don’t miss any of the bad customers.

*We set the threshold in such a way that Sensitivity is high

*We can compromise on specificity here. If we wrongly reject a good
customer, our loss is very less compared to giving a loan to a bad customer.

*We don’t really worry about the good customers here, they are not harmful
hence we can have less Specificity
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When Specificity is a high
priority
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When Specificity is a high priority

*Testing a medicine is good or poisonous

Predicted Classes

0(Yes-Good) 1(Poisonous)

True positive (TP) False Negatives(FN)

Sensitivity=
Actual medicine is good and | Actual medicine is good TP/(TP+FN) or TP/
0(Yes-Good) model is predicting them as | and model is predicting

Overall Positives

good them as poisonous

Actual Classes

False Positives(FP) True Negatives(TN)

Actual medicine is Actual medicine i Specificity =
1(Poisonous) poisonous and model is ctuat MEdICINETS TN/(TN+FP) or TN/

e oisonous and model is .
predicting them as good Eredicting them as Overall Negatives

poisonous
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When Specificity is a high priority

*Testing a medicine is good or poisonous

Predicted Classes

0(Yes-Good) 1(Poisonous)

True positive (TP) False Negatives(FN)

Sensitivity=
Actual medicine is good and | Actual medicine is good TP/(TP+FN) or TP/
0(Yes-Good) model is predicting them as | and model is predicting

Overall Positives

good. Recommended for them as poisonous.

Actual Classes

use Banned the usage

False Positives(FP) True Negatives(TN)

Actual medicine is e o
poisonous and model is Actual medicine is Specificity =

1(Poisonous) predicting them as good. poisonous and model is TN/(TN+FP) or TN/

Recommended for use predicting them as Overall Negatives
poisonous. Banned the

usage
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When Specificity is a high priority

*In this case, we have to really avoid cases like , Actual medicine is
poisonous and model is predicting them as good.

*We can’t take any chance here.
*The specificity need to be near 100.

*The sensitivity can be compromised here. It is not very harmful not to
use a good medicine when compared with vice versa case
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Sensitivity vs Specificity - Importance

*There are some cases where Sensitivity is important and need to be
near to 1

*There are business cases where Specificity is important and need to be
near to 1

*We need to understand the business problem and decide the
importance of Sensitivity and Specificity
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ROC Curve
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ROC Curve

*If we consider all the possible threshold
values and the corresponding specificity and
sensitivity rate what will be the final model
accuracy.

*ROC(Receiver operating characteristic)
curve is drawn by taking False positive rate
on X-axis and True positive rate on Y- axis 100%

0 —
*ROC tells us, how many mistakes are we p(False Positives are found)

ar

making to identify all the positives? 1-Specificity

100%

p(True Positives are found)
or
Sensitivity
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ROC Curve - Interpretation

100%

p(True Positives are found)
or
Sensitivity

100%

p(False Positives are found)
or
1-Specificity

How many mistakes are we making to identify
all the positives?

How many mistakes are we making to identify
70%, 80% and 90% of positives?
1-Specificty(false positive rate) gives us an
idea on mistakes that we are making

We would like to make 0% mistakes for
identifying 100% positives

We would like to make very minimal mistakes
for identifying maximum positives

We want that curve to be far away from
straight line

|deally we want the area under the curve as
high as possible
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AUC
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ROC and AUC

* We want that curve to be far away from straight line. ldeally we want the area
under the curve as high as possible

« ROC comes with a connected topic, AUC. Area Under

* ROC Curve Gives us an idea on the performance of the model under all possible
values of threshold.

* We want to make almost 0% mistakes while identifying all the positives, which
means we want to see AUC value near to 1

100%

p(True Positives are found)
or
Sensitivity

100%

p(False Positives are found)
or
1-Specificity
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AUC

 AUC is near to 1 for a good model

AUC=1 AUC=0.82
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ROC and AUC Calculation
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LAB: ROC and AUC

*Calculate ROC and AUC for Product Sales Data/Product_sales.csv
logistic regression model

*Calculate ROC and AUC for fiber bits logistic regression model
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Steps - ROC and AUC

Drag and drop the Dataset into the canvas(Product_sales.csv)

Drag and drop Two-Class Logistic Regression, Train Model, Score Model and
Evaluate Model

Connect Two-Class Boosted Decision Tree to the first input of Train Model and
Dataset to the Second input of Train Model

Connect the output of Train Model first input of Score Model and Dataset to the
Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model

Click on Train Model and select the column for which the prediction is
done(active_cust)

Click run and visualize the output of Evaluate Model for ROC and AUC
Follow the same steps for the Fiberbits data



Steps - ROC and AUC

Figh: Logistic Regression(Product_sales.csv)

@ Two-Class Logistic Regression iﬁi Product_sales.csy
& L
\v |

Score Model

>

v

Evaluate Model

W\ statinfer



Steps - ROC and AUC

Fig6: ROC(Product_sales.csv)
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Fig7: AUC(Product_sales.csv)
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Steps - ROC and AUC

Fig8: ROC(Fiberbits.csv)
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Fig9: AUC(Fiberbits.csv)
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The best model
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What is a best model? How to build?

*A model with maximum accuracy /least error

*A model that uses maximum information available in the given data
*A model that has minimum squared error

*A model that captures all the hidden patterns in the data

*A model that produces the best perdition results
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Model Selection

*How to build/choose a best model?

*Error on the training data is not a good meter of performance on
future data

*How to select the best model out of the set of available models ?
*Are there any methods/metrics to choose best model?

*What is training error? What is testing error? What is hold out sample
error?
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LAB: The most accurate model
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LAB: The most accurate model

-Data: Fiberbits/Fiberbits.csv

*Build a decision tree to predict active_user

*What is the accuracy of your model?

*Grow the tree as much as you can and achieve 95% accuracy.
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Steps - The most accurate model

Building Decision Tree with FiberBits Data :
Drag and drop the Dataset into the canvas

Drag and drop Two-Class Boosted Decision Tree, Train Model, Score Model and
Evaluate Model

Connect Two-Class Boosted Decision Tree to the first input of Train Model and
Dataset to the Second input of Train Model

Connect the output of Train Model first input of Score Model and Dataset to the
Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model
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Steps - The most accurate model

Click on Two-Class Boosted Decision Tree and select the following:
Create trainer mode - Single Parameter
Maximum number of leaves per tree > 8
Minimum number of samples per leaf node - 30
Learning rate - 0.09
Number of trees constructed - 1

Click on Train Model and select the column for which the prediction is
done(active_cust)

Click run and visualize the output of Train Model and Evaluate Model
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Steps - The most accurate model

Fig10: Decision Tree Modal(FiberBits)

i~ . .
-i Fiberbits.csw

@ Two-Class Boosted Decision...
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Steps - The most accurate model

Fig11: Properties(Two-Class Boosted Decision Tree) Fig12: Properties(Train Model)

Properties Project

4 Two-Class Boosted Decision Tree

Create trainer mode

Single Parameter v . _
Properties Project

Maximum number of leaves per tree

| 4 Train Model

Minimum number of samples per leaf node
[0 | Label column

Learning rate Selected columns:
[ 009 | Column names: =ctive_cust

Mumber of trees constructed
Random number seed

#| Allow unknown categorical levels

Launch column selector
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Steps - The most accurate model

Fig13: Accuracy(active_cust)

True Positive False Megative ACCuracy Frecision Threshold E Al
49815 28044 0.826 0.842 0.5 0.859
False Positive True Megative Recall F1 Score
93449 32797 0.861 0.851
Positive Label MMegative Label
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Steps - The most accurate model

*To achieve 95% accuracy :

Click on Two-Class Boosted Decision Tree and select the following:
Create trainer mode - Single Parameter
Maximum number of leaves per tree - 5750
Minimum number of samples per leaf node - 1
Learning rate - 0.09
Number of trees constructed - 1

Click run and visualize the output of Train Model and Evaluate Model



Steps - The most accurate model

Fig14: Properties(Two-Class Boosted Decision Tree)

Properties Project

4 Two-Class Boosted Decision Tree
Create trainer mode

Single Parameter -

Maximum number of leaves per tres
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Fig15: Properties(Train Model)
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Properties Project

4 Train Model

Label column

Selected columns:
Column names: =ctive cust

Launch column selector




W\ statinfer

Steps - The most accurate model

Fig16: Accuracy(active_cust)

True Positive False Megative ACcCuracy FPrecision Threshold E Al
56052 1807 0.950 0.946 0.5 0.982
False Positive True Megative Recall F1 Scare
3191 38950 0.969 0.957
Positive Label Megative Label
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Different type of datasets and
errors



W\ statinfer

The Training Error

*The accuracy of our best model is 95%. Is the 5% error model really
good?
*The error on the training data is known as training error.

A low error rate on training data may not always mean the model is
good.

*What really matters is how the model is going to perform on unknown
data or test data.

*We need to find out a way to get an idea on error rate of test data.
*We may have to keep aside a part of the data and use it for validation.
*There are two types of datasets and two types of errors
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Two types of datasets

*There are two types of datasets
Training set: This is used in model building. The input data
Test set: The unknown dataset. This dataset is gives the accuracy of the final model
*We may not have access to these two datasets for all machine learning problems.

In some cases, we can take 90% of the available data and use it as training data
and rest 10% can be treated as validation data

* Validation set: This dataset kept aside for model validation and selection. This is a
temporary subsite to test dataset. It is not third type of data

*We create the validation data with the hope that the error rate on validation
data will give us some basic idea on the test error

Overall Data

A

| : 'y

Training data Validation data
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Types of errors

*The training error

The error on training dataset
In-time error

Error on the known data

Can be reduced while building the model
*The test error

The error that matters

Out-of-time error

The error on unknown/new dataset.

“A good model will have both training and test error very near to each
other and close to zero”
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The problem of over fitting
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The problem of over fitting

*|In search of the best model on the given data we add many Training Data
predictors, polynomial terms, Interaction terms, variable
transformations, derived variables, indicator/dummy
variables etc.,

*Most of the times we succeed in reducing the error. What
error is this?

*So by complicating the model we fit the best model for the
training data.

*Sometimes the error on the training data can reduce to near
Zero

- But the same best model on training data fails miserably on
test data.
*Imagine building multiple models with small changes in

training data. The resultant set of models will have huge
variance in their parameter estimates.
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The problem of over fitting

*The model is made really complicated, that it is very sensitive to
minimal changes

By complicating the model the variance of the parameters estimates
inflates

*Model tries to fit the irrelevant characteristics in the data

*Over fitting
The model is super good on training data but not so good on test data
We fit the model for the noise in the data
Less training error, high testing error
The model is over complicated with too many predictors
Model need to be simplified
A model with lot of variance
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LAB: Model with huge Variance
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LAB: Model with huge Variance

*Data: Fiberbits/Fiberbits.csv

*Take initial 90% of the data. Consider it as training data. Keep the final
10% of the records for validation.

*Build the best model(5% error) model on training data.

*Use the validation data to verify the error rate. Is the error rate on
the training data and validation data same?
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Steps - Model with huge Variance

Building Decision Tree with FiberBits Data :
Drag and drop the Dataset into the canvas
Drag and drop Split Data, connect it to the dataset
Select the properties:
Splitting mode - Split Rows
Fraction of Rows - 0.9
Uncheck Randomized Split

Drag and drop Two-Class Boosted Decision Tree, Train Model, Score Model and
Evaluate Model

Connect Two-Class Boosted Decision Tree to the first input of Train Model and
Training Data to the Second input of Train Model

Connect the output of Train Model first input of Score Model and Training Data to
the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model
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Steps - Model with huge Variance

Click on Two-Class Boosted Decision Tree and select the following:
Create trainer mode - Single Parameter
Maximum number of leaves per tree - 5750
Minimum number of samples per leaf node - 1
Learning rate - 0.09
Number of trees constructed - 1

Click on Train Model and select the column for which the prediction is
done(active_cust)

Click run and visualize the output of Evaluate Model

Repeat the same by passing Test Data(Second output of Split Data) to the score
model



Steps - Model with huge Variance

Fig17: Decision Tree Modal with Training data
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Steps - Model with huge Variance

Fig18: Properties(Two-Class Boosted Decision Tree)

Properties Project

4 Two-Class Boosted Decision Tree
Create trainer mode

Single Parameter -

Maximum number of leaves per tres
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L I
Leaming rate
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Fig19: Properties(Train Model)
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Properties Project

4 Train Model
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Selected columns:
Column names: =ctive cust

Launch column selector




Steps - Model with huge Variance

Fig20: Accuracy(Training Data)
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Steps - Model with huge Variance

Fig21: Decision Tree validation Test data
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Steps - Model with huge Variance

Fig22: Accuracy(Test Data)

True Positive  False Negative Accuracy Precision Threshold |E| AlC
4839 947 0.725 0.729 0.5 0.694
False Positive True NMegative Recall F1 Score
1802 2412 0.8226 0.779

Positive Label Megative Label
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The problem of under fitting
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The problem of under-fitting

*Simple models are better. Its true but is that always true? May not be
always true.

*We might have given it up too early. Did we really capture all the
information?

*Did we do enough research and future reengineering to fit the best
model? Is it the best model that can be fit on this data?

*By being over cautious about variance in the parameters, we might miss
out on some patterns in the data.

*Model need to be complicated enough to capture all the information
present.
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The problem of under-fitting

*If the training error itself is high, how can we be so sure about the
model performance on unknown data?

*Most of the accuracy and error measuring statistics give us a clear idea
on training error, this is one advantage of under fitting, we can
identify it confidently.

*Under fitting
A model that is too simple
A mode with a scope for improvement
A model with lot of bias
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LAB: Model with huge Bias
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LAB: Model with huge Bias

*Lets simplify the model.

*Take the high variance model and prune it.
*Make it as simple as possible.

*Find the training error and validation error.
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Steps - Model with huge Bias

*In the previous model change the parameters of Two-Class Boosted Decision Tree
select the following:
Create trainer mode - Single Parameter
Maximum number of leaves per tree - 3
Minimum number of samples per leaf node - 30
Learning rate - 0.09
Number of trees constructed - 1
* Click run and visualize the output of Evaluate Mode
* Repeat the same with Test Data
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Steps - Model with huge Bias

Fig23: Decision Tree Modal with Training data
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Steps - Model with huge Bias

Fig24: Properties(Two-Class Boosted Decision Tree) Fig25: Properties(Train Model)
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Steps - Model with huge Bias

Fig26: Accuracy(Training Data)
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Steps - Model with huge Bias

Fig27: Decision Tree validation Test data
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Steps - Model with huge Bias

Fig28: Accuracy(Test Data)

True Positive False Megative ACCUracy Precision Threshold E| AlC
5751 35 0.588 0.585 0.5 0.512
False Positive  True Megative Recall F1 Score
4084 120 0.994 0.736
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Model Bias and Variance
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Model Bias and Variance

*Over fitting
Low Bias with High Variance
Low training error - ‘Low Bias’
High testing error
Unstable model - ‘High Variance’
The coefficients of the model change with small changes in the data

*Under fitting
High Bias with low Variance
High training error - ‘high Bias’
testing error almost equal to training error
Stable model - ‘Low Variance’
The coefficients of the model doesn’t change with small changes in the data



Model Bias and Variance

Variance Low to high -

6o

OCo

Bias Low to high >
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Model aim is to hit
the center of circle
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The Bias-Variance Decomposition
Y=Ff(X)+e
Var(¢) =o”

SquaredError = E[(Y — f(x,))?| X = X,]
=0 *+[Ef (%) = f (%))’ + E[ (%) — Ef (%)
—o’+ Biasz(f(xo)) +Var(f(x0))

Overall Model Squared Error = Irreducible Error + Bias? + Variance
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Bias-Variance Decomposition

*Overall Model Squared Error = Irreducible Error + Bias? + Variance
*Overall error is made by bias and variance together

*High bias low variance, Low bias and high variance, both are bad for
the overall accuracy of the model

A good model need to have low bias and low variance or at least an
optimal where both of them are jointly low

*How to choose such optimal model. How to choose that optimal model
complexity
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Choosing optimal model-Bias
Variance Tradeoff
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Two ways of reading bias and variance

*Variance and bias vs Model Complexity
*Testing and Training Error vs Model Complexity
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Bias Variance Tradeoff
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Test and Training error
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Choosing optimal model

*Unfortunately There is no scientific method
How to choose optimal model complexity that gives minimum test error?
Training error is not a good estimate of the test error.
There is always bias-variance tradeoff in choosing the appropriate complexity of
the model.

We can use cross validation methods, boot strapping and bagging to choose the
optimal and consistent model
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Holdout data Cross validation
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Holdout data Cross validation

* The best solution is out of time validation. Or the testing error should be given high
priority over the training error.

* A model that is performing good on training data and equally good on testing is
preferred.

* We may not have to test data always. How do we estimate test error?

* We take the part of the data as training and keep aside some potion for validation. May
be 80%-20% or 90%-10%

* Data splitting is a very basic intuitive method

Hold-out

Overall Training data

To build the
model

To validate
model
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Lab: Holdout data Cross validation

-Data: Fiberbits/Fiberbits.csv

*Take a random sample with 80% data as training sample

*Use rest 20% as holdout sample.

*Build a model on 80% of the data. Try to validate it on holdout sample.

*Try to increase or reduce the complexity and choose the best model
that performs well on training data as well as holdout data
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Steps - Holdout data Cross validation

Building Decision Tree with FiberBits Data :
Drag and drop the Dataset into the canvas
Drag and drop Split Data, connect it to the dataset and Select the properties:
Splitting mode - Split Rows
Fraction of Rows - 0.8
check Randomized Split
Random Seed - 20(any positive integer)

Drag and drop Two-Class Boosted Decision Tree, Train Model, Score Model and
Evaluate Model

Connect Two-Class Boosted Decision Tree to the first input of Train Model and
Training Data to the Second input of Train Model

Connect the output of Train Model first input of Score Model and Training Data to
the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model
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Steps - Model with huge Variance

Click on Two-Class Boosted Decision Tree and select the following:
Create trainer mode - Single Parameter
Maximum number of leaves per tree - 5
Minimum number of samples per leaf node - 30
Learning rate - 0.09
Number of trees constructed - 1

Click on Train Model and select the column for which the prediction is
done(active_cust)

Click run and visualize the output of Evaluate Model

Repeat the same by passing Test Data(Second output of Split Data) to the score
model
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Steps - Holdout data Cross validation
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Steps - Holdout data Cross validation

Fig30: Properties(Two-Class Boosted Decision Tree-Modal1) Fig31:Properties(Split Data)
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Steps - Holdout data Cross validation

Fig32: Accuracy with Training Data(Modal1)
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Fig33: Accuracy with Test Data(Modal1)
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Steps - Holdout data Cross validation

Fig34: Properties(Two-Class Boosted Decision Tree-Modal2)
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Steps - Holdout data Cross validation

Fig35: Accuracy with Training Data(Modal2)

True Positive  False Megative Accuracy Pracision Thresheld E| AlC
40882 5405 0.789 0.781 0.5 0.832
False Positive  True Negative Recall F1 Score
11451 22262 0.883 0.829
Positive Label Megative Label
1 0
Fig36: Accuracy with Test Data(Modal2)
True Positive  False Megative Accuracy Precision Threshcld E| AUC
10232 1340 0.788 0.779 0.5 0.830
False Positive  True Megative Recall F1 Score
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Positive Label Megative Label
1 0
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Steps - Holdout data Cross validation

Fig37: Properties(Two-Class Boosted Decision Tree-Modal3)

Properties Project

4 Two-Class Boosted Decision Tree
Create trainer mods

Single Parameter ¥
hMaximum number of leaves per tree
E I
Mimimum number of samples per leaf node

[0 |

Learning rate
| 0.09 |

Mumber of trees constructed
[ I
Random number seed

E

#  Allow unknown categorical levels

Ln
o —




Steps - Holdout data Cross validation

Fig38: Accuracy with Training Data(Modal3)
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Fig39: Accuracy with Test Data(Modal3)
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Ten-fold Cross - Validation
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Ten-fold Cross - Validation

* Divide the data into 10 parts(randomly)
*Use 9 parts as training data(90%) and the tenth part as holdout data(10%)

*We can repeat this process 10 times

* Build 10 models, find average error on 10 holdout samples. This gives us an idea on
testing error
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K-fold - Validation
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K-fold Cross Validation

*A generalization of cross validation.
Divide the whole dataset into k equal parts

-Use kt" part of the data as the holdout sample, use remaining k-1 parts
of the data as training data

*Repeat this K times, build K models. The average error on holdout
sample gives us an idea on the testing error

*Which model to choose?
Choose the model with least error and least complexity
Or the model with less than average error and simple (less parameters)
Finally use complete data and build a model with the chosen number of parameters

*Note: Its better to choose K between 5 to 10. Which gives 80% to 90%
training data and rest 20% to 10% is holdout data
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LAB- K-fold Cross Validation
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LAB- K-fold Cross Validation

*Build a tree model on the fiber bits data.

*Try to build the best model by making all the possible adjustments to
the parameters.

*What is the accuracy of the above model?

*Perform 10 -fold cross validation. What is the final accuracy?
*Perform 20 -fold cross validation. What is the final accuracy?
*What can be the expected accuracy on the unknown dataset?
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Steps - K-fold Cross Validation

*Create a Decision tree modal using Two-Class Boosted Decision Tree
with the following properties:
Create trainer mode - Single Parameter
Maximum number of leaves per tree - 3000
Minimum number of samples per leaf node - 1
Learning rate - 0.09
Number of trees constructed - 1

* Click on Train Model and select the column for which the prediction is
done(active_cust)

* Click run and visualize the output of Evaluate Model



Steps - K-fold Cross Validation

Fig40: Decision Tree Modal
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Fig41: Properties(Two-Class Boosted Decision Tree)
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Steps - K-fold Cross Validation

Fig42: Accuracy
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Steps - K-fold Cross Validation

-Drag and drop Partition and Sample into the canvas, connect it to the
dataset and select the following Properties:
Partition or sample mode - Assign to Folds
Uncheck Use replacement in the partitioning
Check Randomized split
Random seed - 20(any positive integer)
Specify the partitioner method - Partition Evenly
Specify number of folds to split evenly into 210
Stratified split - True
Stratification key column —>active_cust

-Drag and drop Cross Validate Model in to the canvas
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Steps - K-fold Cross Validation

*Connect Two-Class Boosted Decision Tree to the first input of Cross
Validate Model and Partition and sample to the second input of Cross
Validate Model

*In Cross Validate Model select label column as active cust

*Click on run and visualize the second output circle of Cross Validate
Model

Click on accuracy column after the fold values, we can see a row for
the Mean, check the Mean value of the accuracy column

‘Follow the same by changing ‘Specify number of folds to split evenly
into > 20’ and check the Mean of accuracy column
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Steps - K-fold Cross Validation

Fig43: K-Fold Cross validation with 10 folds and 20 folds
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Fig44: Properties-Partition and Sample(10 folds)

Properties Project

4 Partition and Sample
Partition or sample mode
Assign to Folds
Usze replacement in the partitioning
#| Randomized split

Random seed

20

Specify the partitioner method
Partition evenky
Specify number of folds to split evenly into

10

Stratified split

True

Stratification key column

Selected columns:
Column names: active_cust

Launch column selector

Steps - K-fold Cross Validation

Fig45: Properties-Partition and Sample(20 folds)

Properties Project

4 Partition and Sample
Partition cr sample mode
Azsign to Folds
Use replacement in the partitioning
#| Randomized =plit

Random seed

20

Specify the partitioner method
Partition evenky
Specify number of folds to split evenly into

20

Stratified split
True

Stratification key column

Selected columns:
Column names: active_cust

Launch column selector
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Fig46: Mean of Accuracy Column(10-folds)

Steps - K-fold Cross Validation
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Steps - K-fold Cross Validation

Fig47: Mean of Accuracy Column(20-folds)
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Bootstrap Cross Validation
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Bootstrap Methods

*Boot strapping is a powerful tool to get an idea on accuracy of the
model and the test error

*Can estimate the likely future performance of a given modeling
procedure, on new data not yet realized.

*The Algorithm

We have a training data is of size N

Draw random sample with replacement of size N - This gives a new dataset, it

might have repeated observations, some observations might not have even
appeared once.

Create B such new datasets. These are called boot strap datasets

Build the model on these B datasets, we can test the models on the original training
dataset.
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Bootstrap Method

Samples with
replacement
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Bootstrap Example

-Example

We have a training data is of size 500
Boot Strap Data-1:

Create a dataset of size 500. To create this dataset, draw @ random point,

note it down, then replace it back. Again draw another sample point. Repeat this

process 500 times. This makes a dataset of size 500. Call this as Boot Strap Data-1
Multiple Boot Strap datasets

Repeat the procedure in step -2 multiple times. Say 200 times. Then we have 200
Boot Strap datasets

We can build the models on these 200 boost strap datasets and the average error gives a

good idea on overall error. We can even use the original training data as the test data
for each of the models
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LAB: Bootstrap Cross
Validation
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LAB: Bootstrap cross validation

*Draw a boot strap sample with sufficient sample size
*Build a tree model and get an estimate on true accuracy of the model
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Steps - Bootstrap cross validation

-Drag and drop the dataset into the canvas

*Drag and drop four(B) Partition and Sample for Assigning the folds,
connect it to the dataset and select the properties(Fig:49)

-Drag and drop another four Partition and Sample for picking the folds,
connect it to the previous Partition and Sample and select the
properties(Fig:50)

*Drag and drop Two class Boosted Decision Tree in to the canvas

*Drag and drop four Train Model and give the following connection
First input to Two class Boosted Decision Tree
Second input to Partition and Sample for picking the folds
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Steps - Bootstrap cross validation

*Drag and drop four Score Model and give the following connection
First input to Train Model
Second input to Original Dataset

*Drag and drop four Evaluate Model and connect it to the Score Model
*Click on run and visualize the Evaluate model to view the accuracy
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Steps - Bootstrap cross validation

Fig48: Bootstrap Cross Validation Model with Four Samples
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Steps - Bootstrap cross validation

Fig 49: Properties - Partition and Sample at level1(different Seeds) Fig50: Properties - Partition and Sample at level2

Properties Project

4 Partition and Sample

Partition or sample mode

Properties Project
Assign to Folds v
- : S 4 Partition and Sample
' Use replacement in the partitioning
- ) _ Partition or sample mode
ST Pick Fold r
Random seed ) _
= Specify which fold to be sampled from
0
Specify the partitioner methoc _
- Pick complement of the selected fold
Partiion evenly r
Specify number of falds to split evenly into
Stratified split
L

False
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Steps - Bootstrap cross validation

Fig51:Accuracy (Sample-1) Fig52:Accuracy (Sample-2)

True Positive  False Negative REriaE Precision rue Positive  False Negative Precision

49815 8044 DSEG 0.842 49815 8044 0.826 0.842

False Positive  True Megative Reca F1 Score Falze Positive  True Megative Reca F1 Score

9344 32797 0.861 0.851 9344 32797 0.861 0.851
Positive Label Megative Labe Positive Label MNegative Label

1 0 1 0

Figh3:Accuracy (Sample-3) Figh4:Accuracy (Sample-4)

o - . \ L True Positive  False Megative Accurac recision
rue Positive  False Megative Accurac Precision = e se Negatiy Frecsie

49815 8044 B 0847 49815 8044 0.826 0.842

False Positive  True Negative Reca F1 Scare False Positive  True Megative Reca F1 Score

9344 32797 0.861 0.851 9344 32797 0.861 0.851

Positive Label Megative Labe Positive Label Megative Labe

1 0 1 0

Accuracy(average): 0.826
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Conclusion

*We studied

Validating a model, Types of data & Types of errors

The problem of over fitting & The problem of under fitting
Bias Variance Tradeoff

Cross validation & Boot strapping

*Training error is what we see and that is not the true performance metric
Test error plays vital role in model selection

*R-square, Adj-R-square, Accuracy, ROC, AUC, AIC and BIC can be used to get
an idea on training error

*Cross Validation and Boot strapping techniques give us an idea on test error

*Choose the model based on the combination of AIC, Cross Validation and Boot
strapping results

*Bootstrap is widely used in ensemble models & random forests.
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Thank you
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Our e-Learning Modules
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Part 9/12 - Neural Networks
With Azure

Venkat Reddy
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Contents

*Neural network Intuition

*Neural network and vocabulary

*Neural network algorithm

*Math behind neural network algorithm
Building the neural networks

*Validating the neural network model
*Neural network applications

*Image recognition using neural networks

www.statinfer.com
Machine Learning Made Easy
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Recap of Logistic Regression

Categorical output YES/NO type
*Using the predictor variables to predict the categorical output

1.2

No 1 9 0—000— : 60060 —

0.2
Yes — ﬁ—"’lfffl

www.statinféigg%m

Machine Learning Made Easy
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Decision Boundary



X2

W\ statinfer

Decision Boundary - Logistic Regression

*The line or margin that separates
the classes

*Classification algorithms are all
about finding the decision
boundaries

*|t need not be straight line
always

*The final function of our decision
boundary looks like
Y=1if wix+wy>0 ; else Y=0

X1

www.statinfer.com
Machine Learning Made Easy
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Decision Boundary - Logistic Regression

*In logistic regression, Decision Boundary can be derived from the
logistic regression coefficients and the threshold.
Imagine the logistic regression line p(y)=e(P0+b1x1+b2x2) /1 +exp(b0+b1x1+b2x2)
Suppose if p(y)>0.5 then class-1 or else class-0
log(y/1-y)=bg+bx;+b;x,
Log(0.5/0.5)=by+b,x;+b,X,
O=by+bx,+b,X,
by+bX,+b,%x,=0 is the line

www.statinfer.com
Machine Learning Made Easy



W\ statinfer

Decision Boundary - Logistic Regression

*Rewriting it in mx+c form
Xy=(-b4/b;)X4+(-by/b,)
*Anything above this line is class-1, below this line is class-0
X5>(-b/by)X +(-by/b,)is class-1
X,<(-by/b,)X +(-by/b,) is class-0
X,=(-b,/b,)X +(-by/b,) tie probability of 0.5
*We can change the decision boundary by changing the threshold
value(here 0.5)

www.statinfer.com
Machine Learning Made Easy
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LAB: Logistic Regression and
Decision Boundary
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LAB: Logistic Regression

-Dataset: Emp_Productivity/Emp_Productivity.csv

*Filter the data and take a subset from above dataset . Filter condition
is Sample_Set<3

*Draw a scatter plot that shows Age on X axis and Experience on Y-axis.
Try to distinguish the two classes with colors or shapes (visualizing the
classes)

Build a logistic regression model to predict Productivity using age and
experience

*Create the confusion matrix
Calculate the accuracy and error rates

www.statinfer.com
Machine Learning Made Easy
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LAB: Decision Boundary

*Draw a scatter plot that shows Age on X axis and Experience on Y-axis.
Try to distinguish the two classes with colors or shapes (visualizing the
classes)

Build a logistic regression model to predict Productivity using age and
experience

*Finally draw the decision boundary for this logistic regression model

www.statinfer.com
Machine Learning Made Easy
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Steps - Logistic Regression

- Drag and drop the Dataset into the canvas
*Drag and drop the Split Data and connect it to the dataset
* In Split Data properties, select

* Mode - Relative Expression

* Expression 2 \"Sample_Set" < 3

*Drag and drop the Select Columns and select the columns(Age, Experience,
Productivity)

*Drag and drop Two-Class Logistic Regression, Train Model, Score Model and
Evaluate Model

* Connect Two-Class Boosted Logistic Regression to the first input of Train Model and
Select Columns to the Second input of Train Model

www.statinfer.com
Machine Learning Made Easy
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Steps - Logistic Regression

» Connect the output of Train Model first input of Score Model and Select Columns to
the Second input of Score Model

» Connect the output of Score Model to the input of Evaluate Model

* Click on Train Model and select the column for which the prediction is
done(Productivity)

* Click run and visualize the output of Evaluate Model

www.statinfer.com
Machine Learning Made Easy



Steps - Logistic Regression

Fig1: Logistic Regression (Emp_Productivity.csv)
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Steps - Logistic Regression

Fig2: Scatter Plot - Age vs Experience

. ™
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Steps - Logistic Regression

Fig3: Accuracy and Confusion Matrix (Emp_Productivity.csv)

True Positive  False Negative Accuracy Precision Threshold EI AUC
39 2 0.946 0.951 0.5 0.922
False Positive  True Negative Recal F1 Score
2 31 0.951 0.951
Positive Label Megative Labe
1
www.statinfer.com

Machine Learning Made Easy
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Steps - Decision Boundary

- Drag and drop the Dataset into the canvas
*Drag and drop the Split Data and connect it to the dataset
* In Split Data properties, select
* Mode - Relative Expression
* Expression 2 \"Sample_Set" < 3
*Drag and drop Execute R Script and connect Split Data to the first input circle
* Click on Execute R Script, in Properties write the code in the fig-4
* Click on run and visualize the Second Output circle of Execute R Script

www.statinfer.com
Machine Learning Made Easy
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Steps - Decision Boundary

Fig4: R-Script Logistic Regression(Emp_Productivity.csv)

_'_E T I 1
=T Emp_Productivity.csv

o

;En'n ant Data_ ~
(1) (2)
=/
w

(R’ Execute R Script
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Steps - Decision Boundary

Fig5: R-Code for Logistic Regression

1 datasetl <- maml.mapInputPort(l) # class: data.frame

2

3 library(ggplot2) , , - ~ Scatter plot without

4 ggplot(datasetl)+geom_point(aes(x=datasetl$lge,y=datasetl$Experience,color=tactor(datasetl$Productivity), Decision boundary

5 shape=factor(datasetl$Productivity)),size=5) #Scatter plot without decision boundary

+]

7 Emp_Productivity logit<-glm{datasetl$Productivity~datasetlfige+datasetl$Experience, family=binomial{)) Logistic Regression

g8 coef(Emp Productivity logit)

18 slopel <- coef(Emp_Productivity_ logit)[2]/(-coef(Emp_Productivity leogit)[3])

11 interceptl <- coef(Emp_Productivity logit)[1]/(-coef(Emp_Productivity logit)[3])

12

13 library(ggplot2)

14 base<-ggplot(datasetl)+geom point(aes(x=datasetl$hge,y=datasetl$Experience,color=factor{datasetl$Productivity),

15 shape=tfactor(datasetl$Productivity)),size=5)

16 base+geom_abline(intercept = interceptl , slope = slopel, color = "red", size = 2) #Base is the scatter plot.

17 #Then we are adding the decision boundary

18

19 maml.mapOQutputPort(“datasetl”); Scatter plot with Decision boundary
www.statinfer.com

Machine Learning Made Easy
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Steps - Decision Boundary

Fig6: Scatter plot without Decision boundary(R-Output)
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Fig7: Scatter plot with Decision boundary(R-Output)
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New representation for logistic regression

6,80+31x1+32x2

Y =1 1 eB0+B1x1+p2x2

1
Y =11 ¢~ (BO+P1x1+p2x2)

1
y =gw,+wx; +wyx,) where g(x) = T 0%
y = g(Xwx,)
wO
Y wipx
wi WO+w1x1+w2x (
2
w2

www.statinfer.com
Machine Learning Made Easy
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Finding the weights in logistic regression

gl wixy)

W WO+w1x1+w2x
2

—

w2

out(x) = g wix;)

The above output is a non linear function of linear combination of inputs - A typical multiple logistic
regression line

We find w to minimize Y1~ ,[y;i — g(E w,x,)]?

www.statinfer.com
Machine Learning Made Easy
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LAB: Non-Linear Decision
Boundaries
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LAB: Non-Linear Decision Boundaries

*Dataset: “Emp_Productivity/ Emp_Productivity_v1.csv”

*Draw a scatter plot that shows Age on X axis and Experience on Y-axis.
Try to distinguish the two classes with colors or shapes (visualizing the
classes)

Build a logistic regression model to predict Productivity using age and
experience

*Finally draw the decision boundary for this logistic regression model
*Create the confusion matrix
*Calculate the accuracy and error rates

www.statinfer.com
Machine Learning Made Easy
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Steps - Non-Linear Decision Boundaries

- Drag and drop the Dataset into the canvas

- Drag and drop Execute R Script and connect Dataset to the first input circle
* Click on Execute R Script, in Properties write the code in the fig-8

* Click on run and visualize the Second Output circle of Execute R Script

www.statinfer.com
Machine Learning Made Easy
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Steps - Non-Linear Decision Boundaries

Fig8: Logistic Regression with R-Script

iﬁﬁ Emp_Productivity_v1.csv
®

-

k i

(R’ Execute R Script
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Steps - Non-Linear Decision Boundaries

Fig9: Scatter Plot - Age vs Experience
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Steps - Non-Linear Decision Boundaries

W\ statinfer

Fig10: R-Code for Logistic Regression

18 conf matrix<-table(predicted wvalues,Emp Productivity logit owverallfy)
19 conf matrix

]

'_'l

accuracy<-{conf_matrix[l,1]+conf_matrix[2,2])/ (sum{conf_matrix))
BCCUracy
maml.mapOutputPort("datasetl"™);

fod B R R
L pa

1 hatasetl <- maml.mapInputPort({l) # class: data.frame

2 library(ggplot2)

2 ggplot(datasetl)+geom_point{aes(x=datasetlfige,y=datasetlSExperience,color=Tactor{datasetl$Productivity),
4 shape=tactor({datasetlfProductivity)),size=5)

C

& Emp Productivity leogit owverall<-glm(Productivity~Aget+Experience,data=datasetl, tamily=binomial{})
8 slope2 <- coef{Emp_Productivity logit_overall)[2]/(-coef(Emp_Productivity logit_overall)[3])

2 intercept? <- coef(Emp_Productivity logit overall)[1]/{-coef(Emp_Productivity logit overall)}[3])
1a

11 library(ggplot2)

2 base<-ggplot{datasetl)it+geom_point(aes{x=datasetlfige,y=datasetliExperience,

1= color=tactor{datasetl$Productivity),shape=factor(datasetliProductivity)}),size=5)

14 base+geom_abline(intercept = intercept2 , =slope = slope?, colour = "blue™, size = 2)

15

16 predicted values<-round{predict(Emp Productivity logit owverall,type="response™),8)

17

www.statinfer.com
Machine Learning Made Easy
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Steps - Non-Linear Decision Boundaries

Fig11: Accuracy and Confusion Matrix
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Steps - Non-Linear Decision Boundaries

Fig12: Scatter plot without Decision boundary(R-Output)
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Non-Linear Decision
Boundaries-lssue
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Non-Linear Decision Boundaries

www.statinfer.com
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Non-Linear Decision Boundaries-issues

*Logistic Regression line doesn’t seam to be a good option when we
have non-linear decision boundaries

www.statinfer.com
Machine Learning Made Easy
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Non-Linear Decision
Boundaries-Solution
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Intermediate outputs

X2

Intermediate outputl X1 Intermediate output?2
out(x) = g(Xw,x,) ,Say h1 out(x) = g(Xw,x,) , Say h2

www.statinfer.com
Machine Learning Made Easy



W\ statinfer

The Intermediate output

*Using the x’s Directly predicting y is challenging.

*We can predict h, the intermediate output, which will indeed predict
Y

www.statinfer.com
Machine Learning Made Easy
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Finding the weights for intermediate outputs

Intermediate outputl
Rl = out(x) = g(T wy, xi)
We find w, to minimize Y- [hy; — 9wy, x)]?

L

h1=g() wy xx)

Final output
y = out(h) = g(X W;hj)

h2 = g() Wy %)
We find W to minimize Yi_[y; — g(X W;h;)]?

Intermediate output?2
h2 = out(x) = g(X wy Xi)

We find w, to minimize )i [hy,; — g(Z wy, )]

www.statinfer.com
Machine Learning Made Easy
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LAB: Intermediate output
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LAB: Intermediate output

*Dataset: Emp_Productivity/ Emp_Productivity_v1.csv
*Filter the data and take first 74 observations from above dataset(Modal1)

*Build a logistic regression model to predict Productivity using age and
experience

*Calculate the prediction probabilities for all the inputs. Store the
probabilities in inter1 variable

*Filter the data and take observations from row 34 onwards(Modal2)

*Build a logistic regression model to predict Productivity using age and
experience

*Calculate the prediction probabilities for all the inputs. Store the
probabilities in inter2 variable

*Build a consolidated model to predict productivity using inter-1 and inter-2
variables(Intermediate Modal)

*Create the confusion matrix and find the accuracy and error rates for the
consolidated model

www.statinfer.com
Machine Learning Made Easy
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Steps - Intermediate output(Raw Data)

- Drag and drop the Dataset into the canvas

*Drag and drop Edit Metadata and connect it to the Dataset, make Productivity
Column as categorical

*Drag and drop the Select Columns from Dataset, connect it Edit Metadata and
select the columns(Age, Experience, Productivity)

*Drag and drop Two-Class Logistic Regression, Train Model, Score Model and
Evaluate Model

» Connect Two-Class Boosted Logistic Regression to the first input of Train Model and
Select Columns to the Second input of Train Model

www.statinfer.com
Machine Learning Made Easy
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Steps - Intermediate output(Raw Data)

» Connect the output of Train Model first input of Score Model and Select Columns to
the Second input of Score Model

» Connect the output of Score Model to the input of Evaluate Model

* Click on Train Model and select the column for which the prediction is
done(Productivity)

* Click run and visualize the output of Evaluate Model

www.statinfer.com
Machine Learning Made Easy
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Steps - Intermediate output(Modall)

- Drag and drop the Dataset into the canvas

*Drag and drop Edit Metadata and connect it to the Dataset, make Productivity
Column as categorical

*Drag and drop the Split Data and connect it to the Edit Metadata
* In Split Data properties, select

*Mode - Relative Expression

* Expression 2 \"Sample_Set" < 3

*Drag and drop the Select Columns from Dataset, connect it to first output of Split
Data and select the columns(Age, Experience, Productivity)

*Drag and drop Two-Class Logistic Regression, Train Model, Score Model and
Evaluate Model

* Connect Two-Class Boosted Logistic Regression to the first input of Train Model and
Select Columns to the Second input of Train Model

www.statinfer.com
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Steps - Intermediate output(Modall)

» Connect the output of Train Model first input of Score Model and Select Columns to
the Second input of Score Model

» Connect the output of Score Model to the input of Evaluate Model

* Click on Train Model and select the column for which the prediction is
done(Productivity)

* Click run and visualize the output of Evaluate Model

www.statinfer.com
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Steps - Intermediate output(Modall)

Fig15: Split Data(Modal1)

I 3

| :J—
Ll 1
o o o

=

Properties

4 5plit Data
Splitting mode

Relative Expression o

Relational expression

Y Sample_Set" < 3
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Steps - Intermediate output(Modal2)

- Drag and drop the Dataset into the canvas

*Drag and drop Edit Metadata and connect it to the dataset, make Productivity
Column as categorical

- Drag and drop the Split Data and connect it to the Edit Metadata
*In Split Data properties, select

*Mode - Relative Expression

* Expression - \"Sample_Set" > 1

*Drag and drop the Select Columns from Dataset connect it to the first out put of the
Split Data and select the columns(Age, Experience, Productivity)

*Drag and drop Two-Class Logistic Regression, Train Model, Score Model and
Evaluate Model

* Connect Two-Class Boosted Logistic Regression to the first input of Train Model and
Select Columns from Dataset to the Second input of Train Model
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Steps - Intermediate output(Modal2)

» Connect the output of Train Model first input of Score Model and Select Columns to
the Second input of Score Model

» Connect the output of Score Model to the input of Evaluate Model

* Click on Train Model and select the column for which the prediction is
done(Productivity)

* Click run and visualize the output of Evaluate Model
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Steps - Intermediate output(Modal2)

Fig16: Split Data(Modal2)

Froperties  Project

4 Split Data
Splitting mode

Relative Exprassion Y

Relational expression

\"Sample_Set" > 1
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Steps - Intermediate output(Combined)

*Create Modal1 and Modal2, test it with the Raw Data by passing it to the
Score Modal

*Drag and drop Join Data connect the output of Score Modal of Modal1 and
Modal2 and select the properties as in figure

*Drag and drop Select column from Dataset connect it to the Join Data and
select the columns(Productivity, Scored Labels, Scored Labels (2))

*Drag and drop Edit Metadata connect it to the Select column from Dataset
and select the properties as in figure

*Drag and drop Edit Metadata connect it to previous Edit Metadata and
select the properties as in figure

- Drag and drop Two-Class Logistic Regression, Train Model, Score Model and Evaluate
Model

» Connect Two-Class Boosted Logistic Regression to the first input of Train Model and
second Edit Metadata to the Second input of Train Model
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Steps - Intermediate output(Combined)

» Connect the output of Train Model first input of Score Model and second Edit
Metadata to the Second input of Score Model

» Connect the output of Score Model to the input of Evaluate Model

* Click on Train Model and select the column for which the prediction is
done(Productivity)

* Click run and visualize the output of Evaluate Model
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Steps - Intermediate output

Fig17: Properties - Edit Metadata Fig18: Properties - Select Columns in Dataset
(common to all before join data) (common to all before join data)
Properties Project

4 Edit Metadata

column Properties Project
Selected columns:
Column names: Productivity 4 Select Columns in Dataset
Launch column selectar Select columns
Data type Selected columns:

Column names:

Unchanged r ) )
Age, Expernience Productivity

Categorical
Launch column selector

M

ke categoric

Lid
[4F]

Fields

Labe r

Mew column names
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Steps - Intermediate output

Fig19: Properties - Two-Class Logistic Regression Fig20: Properties - Train Model
(common to all) (common to all)

Properties Project

4 Two-Class Logistic Regression

Create trainer mode

Single Parameter v

N
Vo
Prolect
Djec
)

Optimization tolerance Pro peﬁies

A
LLAE)

4 Train Model
L1 regularization weight

Label column

Selected columns:
Column names: Froductivity

L2 regularization weight

Memory size for L-BFGS Launch column selector

2y
£

Random number seed

#| Allow unknown categoric...
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Steps - Intermediate output

Fig21: Properties - Join Data Fig22: Properties - Select Columns in Dataset(After Join Data)

Properties Project

4 Join Data

Join key columns for L PI’DDEI’IZiE'S Proiect

Selected columns:

Column names: 4 Select Columns in Dataset
Age, Experience, Productivity

Select columns

Launch column selector
Selected columns:

Join key columns for R Column names:
Productivity,Scored

Labels Scored Labels (2)

Selected columns:
Column names:
Age Experience Productivity

Launch column selector

Launch column selector

#| Match case

Join type

Full Quter Join r

Keep right key columns ...
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Steps - Intermediate output

Fig23: Properties - Edit Metadata Fig24: Properties - Edit Metadata

(First after Join Data)

Properties Project

4 Edit Metadata

Column

Selected columns:
Column names: Productivity

Launch column selector

Data type
Unchanged

Categorical

Mew column names
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(Second after Join Data)

Properties Project

4 Edit Metadata

Column

Selected columns:
Column names: Scored
Labels,Scored Labels (2)

Launch column selector

Data type
Unchanged

Categorical
Unchanged

Fields

Features

Mew column names

Interl, Inter2
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Steps - Intermediate output

Fig25: Accuracy(Train and Test with Modal1) Fig26: Accuracy(Train and Test with Modal2)
True Positive  False Negative Accuracy Precision Threshold H AUd True Positive - False Negative ey Precision Thresl(;:;ﬂ EI 0 9’:;];
39 2 0946 0951 05 0922 39 2 09 - -
False Positive  True Negative Recal F1 Score False Positive  True Negative Rece 1 Score
2 31 0951 095l o0 4 0L 090

Positive Label  Negative Lab
Positive Label  Negative Labe aslfive Label Tegatlve fabe

1 0 ! 0
Fig27: Accuracy(Train with Modal1 and Test with Raw Data) Fig28: Accuracy(Train with Modal2 and Test with Raw Data)
True Positive  False Megative Accuracy Precision Threshold E AUC True Positive  False Negative Accuracy Precision Threshold EI AUC
41 2 0.605 0477 0.5 0415 41 2 0.697 0.547 0.5 0.585
False Positive  True Negative Recal F1 Score False Positive  True Negative Recal F1 Score
45 31 0.953 0.636 34 42 0.953 0.695

Positive Label Negative Labe Positive Label - Negative Labe

1 0 1 0
Fig29: Accuracy(Train and Test with Raw Data) Fig30: Accuracy(Train and Test with Intermediate Data)
Trus Positive  False Negative ACCLracy Precision Threshold EI Al True Positive  False Negative Accuracy Precision Threshold EI AUC
0 43 0639 1000 05 0.585 39 4 0941 0929 05 0937
False Positive  True Negative Recal ol Score False Positive  True Negative Recal F1 Score
0 76 0.000 0.000 3 73 0.907 0.918

Positive Label Negative Labe w.statiinfer. coffesitive Label Negative Labe
1 0 Machine Learning Madd Easy 1 0




Steps - Intermediate output

Fig31: Scatter Plot - Scored Probabilities of Inter1 vs Scored Probabilities of Inter1

scored Probabilities (Inter2)

Scored Probabilities(Inter1)
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Neural Network intuition
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Neural Network intuition

Final output
y = out(h) = g(xW;h))

h; = out(x) = g(X wjx;)
y =out(h) =gQW,g(2Xw;x,.))

* So his a non linear function of linear combination of inputs - A multiple logistic regression line
« Y is a non linear function of linear combination of outputs of logistic regressions
« Y is a non linear function of linear combination of non linear functions of linear combination of inputs
We find W to minimize Y;_,[y; — g(X W ;h)]?
We find {W;} & (wj} to minimize ¥1;[y; — g(X W,;g(E wjx))]?

Neural networks is all about finding the sets of weights {Wj,} and {w;} using Gradient Descent Method
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Neural Network intuition

Intermediate outputl
Rl = out(x) = g(T wy, xi)
We find w, to minimize Y- [hy; — 9wy, x)]?

e

h1=g() wy xx)

Final output
y = out(h) = g(X W;hj)

h2 = g() Wy %)
We find W to minimize Yi_[y; — g(X W;h;)]?

Intermediate output?2
h2 = out(x) = g(X wy Xi)

We find w, to minimize )i [hy,; — g(Z wy, )]
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The Neural Networks

*The neural networks methodology is similar to the intermediate output
method explained above.

*But we will not manually subset the data to create the different
models.

*The neural network technique automatically takes care of all the
intermediate outputs using hidden layers

*|It works very well for the data with non-linear decision boundaries
*The intermediate output layer in the network is known as hidden layer

In Simple terms, neural networks are multi layer nonlinear regression
models.

*If we have sufficient number of hidden layers, then we can estimate
any complex non-linear function

www.statinfer.com
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Neural network and vocabulary

Input Hidden Output

h1= L

1+e _(W11+W12x1+W22x2)

_ 1
1+e —(w21+w13x1+w23x2)

www.statinfer.com
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Y =11 e~ WotWihi+W2h2)
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« X1,X2 2inputs

1 - bias term

 W’s are weights
 1/(1+eY) is the sigmoid

function

* Yis output
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Why are they called hidden layers?

A hidden layer “hides” the desired output.

*Instead of predicting the actual output using a single model, build
multiple models to predict intermediate output

*There is no standard way of deciding the number of hidden layers.

www.statinfer.com
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The Neural network Algorithm
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Algorithm for Finding weights

w

@D N
W,

Wi3

« Algorithm is all about finding the weights/coefficients

»  We randomly initialize some weights; Calculate the output by supplying training input; If there is an error
the weights are adjusted to reduce this error.

www.statinfer.com
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The Neural Network Algorithm

*Step 1: Initialization of weights: Randomly select some weights

*Step 2 : Training & Activation: Input the training values and perform
the calculations forward.

*Step 3 : Error Calculation: Calculate the error at the outputs. Use the
output error to calculate error fractions at each hidden layer

*Step 4: Weight training : Update the weights to reduce the error,
recalculate and repeat the process of training & updating the weights
for all the examples.

Step 5: Stopping criteria: Stop the training and weights updating
process when the minimum error criteria is met

www.statinfer.com
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Randomly initialize weights

4 )

Wo Step 1: Initialization
of weights: Randomly
select some weights

\_ J
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Training & Activation

1

h1=

W11 _1+e‘(W11+W12x1"'szxz)

1

Y =11 e~ WOtWIni+W2zh2)

1 4 )

Wor M2 s Step 2 : Input the
training values and
perform the

calculations forward
| Training input & calculations ; Feed Forward > - J

Machine Learning Made Easy



Error Calculation at Output
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/- Step 3T Calculate the
error at the outputs.
Use the output error

to calculate error

fractions at each

r




W\ statinfer

Error Calculation at hidden layers

\5k:3’(1—)’)*W*Err \

n m
Err = Z IJ’i -9 <Z thki>] ’
i=1 fe=1

/- Step 3T Calculate the
error at the outputs.
Use the output error

to calculate error
<Back Propagation - Calculate Errors signals backwards | fractions at each

r
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Calculate weight corrections

0, =vy(1l—vy)*xW *x Err
=y —-y) AW,
AW,

n m
Err = Z [3’1' — 9 <Z thki>] :
i=1 k=1

(Step 4: Update the R
weights to reduce

the error, recalculate
and repeat the

\_process )

www.statinfer.com
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Update Weights

&::Wﬂ"'AWH
0, =y(l—y)*W *xErr
Wi o =W1 2+AW1 2 WO. =WO+AW0 n m
Err = Z [3’1‘ -9 <Z thki>] ’
X1 v ;=W +AW, ] k=1
Wo2 « =W AW

(Step 4: Update the )
weights to reduce

the error, recalculate
and repeat the

\_process )

www.statinfer.com
Machine Learning Made Easy



Stopping Criteria
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(Step 5: Stop the )
training and weights
updating process

when the minimum

\_error criteria is met Y,
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Once Again ....Neural network Algorithm

Step 1: Initialization of weights: Randomly select some weights

*Step 2 : Training & Activation: Input the training values and perform
the calculations forward.

Step 3 : Error Calculation: Calculate the error at the outputs. Use the
output error to calculate error fractions at each hidden layer

*Step 4: Weight training : Update the weights to reduce the error,
recalculate and repeat the process of training & updating the weights
for all the examples.

*Step 5: Stopping criteria: Stop the training and weights updating
process when the minimum error criteria is met

www.statinfer.com
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Neural network Algorithm-
Demo
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Neural network Algorithm-Demo

www.statinfer.com
Machine Learning Made Easy

Looks like a dataset that can’t be separated by using single linear decision boundary/perceptron
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Neural network Algorithm-Demo

Lets consider a similar but simple classification example
*XOR Gate Dataset

Inputl(xl) Input2(x2) Output(y) b e

1 1 0
1 0 1
0 1 1

oo o - O o
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Randomly initialize weights

N ~
Step 1: Initialization
of weights: Randomly
select some weights

\_ J

~
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Activation

inputl input2 output
1 1 0

1
1+e —(W11+W12x1+W22x2)

N

h2

1
T1te—W, W x +w X))

23 2

www.statinfer.com
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1
Y =11 e~ WOtWIni+W2zh2)

In this epoch, we input 1 and 1 as input &
expect 0 as output.

With these weights we got an error of -
0.714 at output layer

We need to adjust weights
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Back-Propagate Errors

where AW, = 1.y,0,

§atyY -0.1458307 n is the learning parameter
h1(1-h1) 0.1491465 6, = V(L —yy) *Err
0 w -1 (for hidden layersd, = yi (1 — yi) * w; * ETr)

.0217501
0.021750 Err=Expected output-Actual output

Ytarget-Yobs -0.7137126

< §aty -0.1458307 Y(1-Y) 0.20432693
h2(1-h2) 0.1966119 5 aty -0.1458307
74 1

www.statinfer.com
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Calculate Weight Corrections

AW ;. = 1.y, Wi = Wi + AW,
AW=0.1*1*0.0217501 where AW, = 1.y,0)
AW =0.00217501 n is the learning parameter
8, = yi(1 — yi) * Err
(for hidden layersd, = yi (1 — yi) * w; * ETr)

Err=Expected output-Actual output

S at h1
0.0217501

satyY
-0.1458307

= e 002867

Aij = U-Yj5k

AW=0.1*1*-0.02867
AW =-0.0028€7
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Updated Weights

W(new)=W(old)+Correction . where Aij = 77-3’,'5k
W(new) =0.502175 n is the learning parameter

Op = Yi(1 = yp) * Err
(for hidden layersd, = yi (1 — yi) * w; * ETr)

ij = I/ij + AVVJk

Err=Expected output-Actual output

0.502175 5 at h1
0.0217501

satyY
-0.1458307

1.0 —a, 002867

ij = Vl/jk + AVV]k

W (new)=W(old)+Correction
W(new) =-1.002867
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Updated Weights..contd
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Iterations and Stopping Criteria

*This iteration is just for one training example (1,1,0). This is just the
first epoch.

*We repeat the same process of training and updating of weights for all
the data points

*We continue and update the weights until we see there is no
significant change in the error or when the maximum permissible error
criteria is met.

*By updating the weights in this method, we reduce the error slightly.
When the error reaches the minimum point the iterations will be
stopped and the weights will be considered as optimum for this
training set

www.statinfer.com
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hetwork
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LAB: Building the neural network

*Build a neural network for XOR data

www.statinfer.com
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Steps - Neural Network on XOR Data

*Drag and drop the Enter data Manually into the canvas and fill up with the
data as in the figure

*Drag and drop Edit Metadata and select the properties as in the figure

*Drag and drop Two-Class Neural Network, Train Model, Score Model and
Evaluate Model

«Connections:
Connect Enter data Manually to Edit Metadata

Connect the Two-Class Neural Network to the first input of the Train Model and Edit
Metadata to the second input of the Train Model

Connect the Train Model to the first input of the Score Model and Test dataset to the
second input of the Score Model

Connect the output of the Score Model to the Evaluate Model

*Fill the properties of the Multiclass Neural Network and Train Model as in
the figure

*Click run and visualize the output of Evaluate Model, check the accuracy

www.statinfer.com
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Steps - Neural Network on XOR Data

Fig32: Neural Network on XOR Data

W\ statinfer



W\ statinfer

Steps - Neural Network on XOR Data

Fig33: Scatter Plot - X1 vs X2

X1
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Fig34: Properties - Enter Data Manually

Properties Project

4 Enter Data Manually

DataFormat

oW
LS ¥

(1 T S TY
L s ]
E';IT—'E';I
e e
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Steps - Neural Network on XOR Data

Fig:35 Properties - Edit Metadata

Properties Project

4 Edit Metadata

Column

Selected columns:
Column names: ¥ 1 %2

Launch column selector

Data type

String ¥

Categorical

Make categorical ¥
Fields
Unchanged v

Mew column names
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Steps - Neural Network on XOR Data

Fig36: Properties - Two Class Neural Network Fig37: Properties - Train Model

Properties Project
4 Two-Class Neural Network

Create trainer mode

Single Parameter b
Hidden layer specification PI’D[]EITIE‘S :!I'C' 'E':t
Fully-connected case v
Mumber of hidden nodes 4 Train Model
_ Label column
Learning rate
Loz | Selected columns:
Mumber of learning iterations Column names:
[ 20 |
The initial learning weights diam... Launch column selector

The momentum

| 0253 |

The type of normalizer

Do not normalize v
Shuffle examples
Random number sesd
[ 15 |

Allow unknown categorical ...
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Steps - Neural Network on XOR Data

Fig38: Accuracy(XOR Data)

True Paositive

2

Fals= Fositive

0

Positive Labe

1

False Megative

0

True Megative

2

Megative Labe
0

Accuracy Precision Threshold

1.000 1.000 0.5
Recal F1 Score

1.000 1.000

AUC
1.000
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Lab: Building Neural hetwork on Employeestatnier
productivity data

-Dataset: Emp_Productivity/Emp_Productivity.csv
-Draw a 2D graph between age, experience and productivity

*Build neural network algorithm to predict the productivity based on
age and experience

*Plot the neural network with final weights
Increase the hidden layers and see the change in accuracy

www.statinfer.com
Machine Learning Made Easy



Steps - Neural network on Employee “ statinfer
productivity data

-Drag and drop the dataset into the canvas

*Drag and drop the Split Data into the canvas and select the properties
as in the figure and select the properties as in the figure

-Drag and drop Select columns from Dataset and select the properties
as in the figure

-Drag and drop Edit Metadata and select the properties as in the figure

*Drag and drop Two-Class Neural Network, Train Model, Score Model
and Evaluate Model

www.statinfer.com
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Steps - Neural network on Employee “ statinfer
productivity data

*Connections:
Connect dataset to the Split Data
Connect Split Data to the Select columns from Dataset
Connect Select columns from Dataset to the Edit Metadata

Connect the Two-Class Neural Network to the first input of the Train Model and
Edit Metadata to the second input of the Train Model

Connect the Train Model to the first input of the Score Model and Test dataset to
the second input of the Score Model

Connect the output of the Score Model to the Evaluate Model

*Fill the properties of the Multiclass Neural Network and Train Model
as in the figure

Click run and visualize the output of Evaluate Model, check the
accuracy

www.statinfer.com
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Steps - Neural network on Employee

productivity data

Fig39: Neural Network on Employee Productivity Data

[= = s ,
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™ !
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]
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Steps - Neural network on Employee

productivity data

Fig40: Scatter Plot - Age vs Experience

Experience
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Steps - Neural network on Employee \ statinfer
productivity data

Fig41: Properties - Split Data Fig42: Properties - Edit Metadata
Properties Project Properties Project
4 Split Data 4 Edit Metadata
Splitting mode Column
Split Rows v Selected columns:

Column names: Productivity

Fraction of rows in the first cutput ...

I 0.8 Launch column selector
| Randomized split Data type
Random seed String T
o .
I Categorical
Stratified split Make categorical v
True v i
Fields
Stratification key column
l Unchanged v
Selected columns:
Column names: Sample_Set Mew column names

Launch column selector
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Steps - Neural network on Employee \ statinfer
productivity data

Fig43: Properties - Two Class Neural Network Fig44: Properties - Train Modal
FProperties Project
- Twwo-Class Meural Network
Create trainer mode . }
Single Parameter - Properties Project
Hidden layer specification
Fully-connected case il F Tr'aiﬂ hl'1DdE'|
rHumber of hidden nodes
= | Label column
L i ate
e Selected columns:

Lo I
rumber of learning terations

[ <o I
The initial learning weights diameter

L= I
The momentum

Lo I

The type of normalizer

Column names: Froductivity

Launch column selector

Gaussian normalizer
| Shuffle examples

Fandorm number seaed

| 15000 |

| Allow unknown categorical lew... www.statinfer.com
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Steps - Neural network on Employee \ statinfer
productivity data

Fig45: Accuracy and Confusion Matrix

True Positive  False Megative Accuracy Precision Threshold IEI ALIC
8 0 1.000 1.000 0.5 1.000
False Positive  True Megative Fecal F1 Score
0 16 1.000 1.000
Positive Label Megative Labe
1 0
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Local vs. Global Minimum

* The neural network might give different results with different start weights.
* The algorithm tries to find the local minima rather than global minima.

* There can be many local minima’s, which means there can be many solutions to
neural network problem

*We need to perform the validation checks before choosing the final model.

global maximum 0.4

local maximum
021

{\ )
eyl :
2 ,ﬂ}quv‘f-:;;'ﬁgg 7
TN ’”& 1/
0 Y ' "( “‘: 7
>/ WA NSRS
2 = 02| ([ ' il Local
local minimum ’ / Minimu
7,
.l _ Iy
4

global minimum

6 C | | | | | N

0 0.2 0.4 0.6 0.8 1 1.2
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Hidden layers and their role
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Multi Layer Neural Network

Input Hidden Layers Output

1
N
: , D
) H12 /
X2
www.statinfer.com
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The role of hidden layers

» The First hidden layer

« The first layer is nothing but the liner
decision boundaries

» The simple logistic regression line
outputs

* We can see them as multiple lines on
the decision space

www.statinfer.com
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The role of hidden layers

W\ statinfer
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The Second hidden layer

The Second layer combines these
lines and forms simple decision
boundary shapes

The third hidden layer forms even
complex shapes within the
boundaries generated by second
layer.

You can imagine All these layers
together divide the whole objective
space into multiple decision
boundary shapes, the cases within
the shape are class-1 outside the
shape are class-2
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The Number of hidden layers
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The Number of hidden layers

*There is no concrete rule to choose the right number. We need to
choose by trail and error validation

*Too few hidden layers might result in imperfect models. The error rate
will be high

*High number of hidden layers might lead to over-fitting, but it can be
identified by using some validation techniques

*The final number is based on the number of predictor variables,
training data size and the complexity in the target.

When we are in doubt, its better to go with many hidden nodes than
few. It will ensure higher accuracy. The training process will be slower
though

*Cross validation and testing error can help us in determining the model
with optimal hidden layers

www.statinfer.com
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LAB: Digit Recognizer

- Take an image of a handwritten single digit, and determine what that digit is.

* Normalized handwritten digits, automatically scanned from envelopes by the U.S. Postal Service.
The original scanned digits are binary and of different sizes and orientations; the images here have
been de slanted and size normalized, resultingin 16 x 16 grayscale images (Le Cun et al., 1990).

* The data are in two gzipped files, and each line consists of the digitid (0-9) followed by the 256
grayscale values.

* Build a neural network model that can be used as the digit recognizer
* Use the test dataset to validate the true classification power of the model
* What is the final accuracy of the model?

/01 29 9 7 & 3
& ¢ > 0O
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Steps - Digit Recognizer

*Drag and drop the Training dataset into the canvas
*Drag and drop the Test dataset into the canvas

*Drag and drop Multiclass Neural Network, Train Model, Score Model and
Evaluate Model

*Connections:

Connect the Multiclass Neural Network to the first input of the Train Model and
Training dataset to the second input of the Train Model

Connect the Train Model to the first input of the Score Model and Test dataset to the
second input of the Score Model

Connect the output of the Score Model to the Evaluate Model

*Fill the properties of the Multiclass Neural Network and Train Model as in
the figure

*Click run and visualize the output of Evaluate Model, check the accuracy

www.statinfer.com
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Steps - Digit Recognizer

Fig46: Digit Recognition using Multiclass Neural Network

i - i
o usps traincse
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L
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Steps - Digit Recognizer

Fig47: Properties - Multiclass Neural Network Fig48: Properties - Train Model

roperties Project
I Multiclass Meural NMetwork
Create trainer mode
Single Parameter -

Hidden layer specification

Fully-connected case r PFG{]EI’HE‘S :zl-l:l E‘Ct
MNumber of hidden nodes .
20 .
I | 4 Train Model
The learning rate
[ o | Label column
MNumber of learning iterations 5 | t d |
elecied Columns.
| 100 |
N _ _ _ Column names: /'
The initial learning weights diameter
[ 2.5 |
Launch column selector
The momentum

Lo |

The type of normalizer

o not normalize b
#*| Shuffle examples

Random number sead

[ 20 |

Allow unknown categarical levels www.statinfer.com
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Steps - Digit Recognizer

Fig49: Accuracy - Digit Recognition

4 Metrics

Owverall accuracy

Average accuracy
Micro-averaged precision
Macro-averaged precision
Micro-averaged recall

Macro-averaged recall

0.918286
0.983657
0.918286
0.915908
0.918286
0.910863
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Steps - Digit Recognizer

Fig50: Confusion Matrix
Predicted Class

Actual Class

g 0.6% 0.6% 3.4% 0.6% 1.7%
www.statinfer.com
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Real-world applications

*Self driving car by taking the video as input

*Speech recognition

*Face recognition

*Cancer cell analysis

*Heart attack predictions

*Currency predictions and stock price predictions

*Credit card default and loan predictions

*Marketing and advertising by predicting the response probability
*Weather forecasting and rainfall prediction

www.statinfer.com
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Drawbacks of Neural Networks

*No real theory that explains how to choose the number of hidden
layers

*Takes lot of time when the input data is large, needs powerful
computing machines

*Difficult to interpret the results. Very hard to interpret and measure
the impact of individual predictors

*[ts not easy to choose the right training sample size and learning rate.

*The local minimum issue. The gradient descent algorithm produces the
optimal weights for the local minimum, the global minimum of the
error function is not guaranteed

www.statinfer.com
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Why the nhame neural network?

*The neural network algorithm for
solving complex learning problems is
inspired by human brain

*Qur brains are a huge network of
processing elements. It contains a
network of billions of neurons.

In our brain, a neuron receives input
from other neurons. Inputs are
combined and send to next neuron

*The artificial neural network
algorithm is built on the same logic.
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Why the nhame neural network?

Dendrite

Axon Terminal

Mode of
Ranvier

Dendrites—> Input(X)
Cell body = Processor(Zwx)
Axon - Output(Y)

/ Cell body

Schwann cell

Myelin sheath
Nucleus
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Conclusion

*Neural network is a vast subject. Many data scientists solely focus on only
Neural network techniques

*In this session we practiced the introductory concepts only. Neural Networks
has much more advanced techniques. There are many algorithms other than
back propagation.

*Neural networks particularly work well on some particular class of problems
like image recognition.

*The neural networks algorithms are very calculation intensive. They require
highly efficient computing machines. Large datasets take significant amount
of runtime.

*Currently there is a lot of exciting research is going on, around neural
networks.

* After gaining sufficient knowledge in this basic session, you may want to
explore reinforced learning, deep learning etc.,

www.statinfer.com
Machine Learning Made Easy



W\ statinfer

Appendix



W\ statinfer

Math- How to update the
weights?



W\ statinfer

Math- How to update the weights?

“ N S s (37 )]

*We update the weights backwards by iteratively calculating the error

*The formula for weights updating is done using gradient descent method or
delta rule also known as Widrow-Hoff rule

*First we calculate the weight corrections for the output layer then we take
care of hidden layers
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Math- How to update the weights?

W = Wy + AW,
where AW, = 1.y,0,
n is the learning parameter
0, = V(1 — yi) * Err (for hidden layers §, = yi (1 — yi) * w; * Err)
Err=Expected output-Actual output
*The weight corrections is calculated based on the error function

*The new weights are chosen in such way that the final error in that
network is minimized
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Math-How does the delta rule
work?
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How does the delta rule work?

W\ statinfer

* Lets consider a simple example to understand the weight updating using delta rule.

1.20

1.00

0.80

0.60

0.40

0.20

0.00
-6.0 -4.0 -2.0 0.0 2.0 4.0 6.0 8.0 10.0

120

1.00

0.80

0.60

0.40

.20

0.00
-8.0 -6.0 -4.0 -2.0 0.0 2.0 4.0 6.0 8.0 10.0

Start Weight Y

If we building a simple
logistic regression line. We
would like to find the weights
using weight update rule
Y=1/(1+e"X) is the equation
We are searching for the
optimal w for our data

« Letwbe1
* Y=1/(1+e) is the initial
equation

* The error in our initial step is
3.59

* To reduce the error we will
add a delta to w and make it

1.5 _
www.statinfer.com
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120

1.00

0.80

0.60

0.4g

o0

0.00
-8.0 -6.0 -4.0 -2.0 0.0 20 4.0 6.0 8.0 10.0

Start Weight ¥ New Weight

* Now wis 1.5 (blue line)

« Y=1/(1+e1-x) the updated
equation

« With the updated weight, the
error is 1.57

« We can further reduce the
error by increasing w by delta




W\ statinfer

How does the delta rule work?

1.20
1.00 » |If we repeat the same process of adding delta
. ! and updating weights, we can finally end up
s with minimum error
060 & * The weight at that final step is the optimal
L .
0.400 Vve]ght
‘ * In this example the weight is 8, and the error is
0.20. O
—} « Y=1/(1+e®) is the final equation
-8.0 -6.0 -4.0 -2.0 0.0 2.0 4.0 6.0 8.0 10.0
Start Weight Y @YPred

In this example, we manually changed the weights to reduce the error. This is just for

intuition, manual updating is not feasible for complex optimization problems.
In gradient descent is a scientific optimization method. We update the weights by calculating

gradient of the function.
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How does gradient descent work?

*Gradient descent is one of the famous ways to calculate the local minimum

*By Changing the weights we are moving towards the minimum value of the
error function. The weights are changed by taking steps in the negative
direction of the function gradient(deriv--**-~*

Error

www.statinfer.com
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Does this method really work?

* We changed the weights did it reduce the overall error?
- Lets calculate the error with new weights and see the change

0.818545647

0.729364041

www.statinfer.com
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Gradient Descent method validation

*With our initial set of weights the overall error was 0.7137,Y Actual is
0, Y Predicted is 0.7137 error =0.7137

*The new weights give us a predicted value of 0.70655
*In one iteration, we reduced the error from 0.7137 to 0.70655

*The error is reduced by 1%. Repeat the same process with multiple
epochs and training examples, we can reduce the error further.

Output(Y-Actual) Y Predicted

Old Weights 1 1 0 0.71371259 0.71371259

Updated Weights 1 1 0 0.706552799 0.706552799

www.statinfer.com
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Part 10/12 -Support Vector
Machines in Azure

Venkat Reddy
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Contents

*Introduction

*The decision boundary with largest margin
*SVM- The large margin classifier

*SVM algorithm

*The kernel trick

*Building SVM model

*Conclusion
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Introduction

*SVM is another black box method in Machine Learning space

*Compared to other ml algorithms, SVM totally a different
approach to learning.

*The in-depth theory and mathematics of SVM needs great
knowledge in vector algebra and numerical analysis

*We will try to learn the basic principal, philosophy,
implementation of SVM

*SVM was first introduced by Vapnik and Chervonenkis

*Neural networks try to reduce the squared error and often suffer
from overfitting.

*SVM algorithm has better generalization ability. There are many
applications where SVM works better than neural networks

www.statinfer.com
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The Classifier

*To understand the SVM algorithm
easily, we will start with the
decision boundary

*The line or margin that separates
the classes

*Classification algorithms are all
about finding the decision
boundaries

A good classifier is the one that
generalizes well. It should work well
on both training and testing data

*|t need not be a straight line always

X1

www.statinfer.com
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Many Classifiers

X2

There can be many
classifiers. That may work
for a given dataset.

They might even have same
level of accuracy

How to choose the best
classifier ?

www.statinfer.com
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The margin of classifier

Out all the classifiers, the one that has maximum margin will generalize well. But why?

www.statinfer.com
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The best decision boundary

Out all the classifiers, the one that has maximum margin will generalize well. But why?
Imagine two more data points. The classifier with maximum margin will be able to
classify them more accurately.

www.statinfer.com
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The Maximum Margin Classifier

x1

www.statinfer.com
Machine Learning Made Easy

So, the best classifier has maximum margin
The classifier that maximizes the distance
between itself and the nearest training
data

In our example a,b,c are the training data
points that are near to m1, and a,c,d are
the training examples that are near to
model m2.

The model m1 has maximum margin

The model m1 works well with the unseen
examples

The model m1 does good generalization
For a given dataset, if we can find a
classifier that has maximum margin, then
it will assure maximum accuracy.



W\ statinfer

LAB: Simple Classifiers



W\ statinfer

LAB: Simple Classifiers

-Dataset: Fraud Transaction/Transactions_sample.csv
*Draw a classification graph that shows all the classes
*Build a logistic regression classifier
*Draw the classifier on the data plot

www.statinfer.com
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Steps - Simple Classifiers

*Drag and drop the Dataset into the canvas
*Drag and drop the Edit Metadata and connect it to the dataset

*Drag and drop the Select Columns from the Dataset and select the columns,
connect it to the Edit Metadata

*Drag and drop Two-Class Logistic Regression, Train Model, Score Model and
Evaluate Model

*Connect Two-Class Boosted Logistic Regression to the first input of Train
Model and Select Columns from the Dataset to the Second input of Train
Model

www.statinfer.com
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Steps - Simple Classifiers

*Connect the output of Train Model first input of Score Model and Select
Columns from the Dataset to the Second input of Score Model

*Connect the output of Score Model to the input of Evaluate Model

*Click on Train Model and select the column for which the prediction is
done(Fraud_id)

*Click run and visualize the output of Evaluate Model

www.statinfer.com
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Steps - Simple Classifiers

Fig1: Logistic Regression (Transaction_sample)
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Steps - Simple Classifiers

Fig2: Scatter plot - Total_Amount vs Tr_Count_week (Classification Graph)
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Steps - Simple Classifiers

Fig3: Properties - Edit Metadata

Properties Project

4 Edit Metadata

Column

Selected columns:
Column names: Fraud_id

Launch column selector

Data type
Unchanged v

Categorical

Make categorical v
Fields
Label ¥

Mew column names
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Fig4: Properties - Select Columns from Dataset

Properties Project

4 Select Columns in Dataset

Select columns

Selected columns:
All eolumns
Exclude column names: id

Launch column selector

W\ statinfer



W\ statinfer

Steps - Simple Classifiers

Fig5: Properties - Logistic Regression Fig6: Properties - Train Model

Project

Properties

4 Two-Class Logistic Regression

Create trainer mode . -
Properties Project

Single Parameter v

4 Train Model
Optimization talerance

Label column
1E-07

Selected columns:
L1 regularization weight Column names: Fraud_id

1

Launch column selector

L2 regularization weight

1

Memory size for L-BFGS

20

Random number seed

# allow unknown categorical levels
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Steps - Simple Classifiers

Fig7: Accuracy

True Positive  False Megative Accuracy Precision Threshold AUC
105 1 0.995 1.000 0.5 0.992
False Positive  True Megative Recal F1 Score
0 104 0.991 0.995
Positive Label Megative Labe
1 0
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SVM- The large margin classifier

*SVM is all about finding the maximum-margin Classifier.

*Classifier is a generic name, its actually called the hyper plane

Hyper plane: In 3-dimensional system hyperplanes are the 2-dimensional planes, in
2-dimensional space its hyperplanes are the 1-dimensional lines.

*SVM algorithm makes use of the nearest training examples to derive
the classifier with maximum margin

*Each data point is considered as a p-dimensional vector (a list of p
numbers)

*SVM uses vector algebra and mathematical optimization to find the
optimal hyperplane that has maximum margin

www.statinfer.com
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The SVM Algorithm
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» |If a dataset is linearly separable then we \

can always find a hyperplane f(x) such that

AA
AA
X A
2 G ALA
0g%0
o 0%
0‘0,
X1

For all negative labeled records f(x)<0
For all positive labeled records f(x)>0
This hyper plane f(x) is nothing but the
linear classifier

f(X)=W;X;+ W5X, +b

f(x)=w'x+b

4
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The SVM Algorithm

A/IA‘ Given that plane, we can

A AAA A calculate the distance between
A A each data vector(point)
e AL p
0g%0
o 00
(R %

v

x1
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The SVM Algorithm

« Some points on the edges are close

A A to the hyperplane
A A - The distance between these points
A, g A A and the hyperplane is k
A A0 yperplane is known as
X A ‘AA margin of the classifier
2 ¢ A
‘p“.".l
o, 090 ¢
“%. ()
X1
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The SVM Algorithm

A A
AAA
A.“‘ A
¢ BAT‘
0g%0
o 0%
0.0.

v

x1

W\ statinfer

All those data points(vectors) that are on
the edge, that constitute to the margin
of classifier are called support vectors
Vectors a, b & c are support vectors
Based on these hyperplane with
maximum margin will be calculated
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SVM Algorithm - The Math

If you have already understood the SVM technique and If you find this slide is too technical, you may

want to skip it. The tool will take care of this optimization

1. f(x)=wTx+b 6. Objective is to maximize 2/| |w]| |
2. Wix*+b=1 and wTx+b=-1 e j.e minimize | |w]| |
3. X=X+ AW 7. A good decision boundary should be
4. wix*+b=1 «  wWix*+b>=1 for all y=1
¢ WT(X + Aw)+b=1 «  W'x+b<=-1 for all y=-1
¢ WIX+Aw.w+b=1 « i.ey*(w'x+b)>=1 for all points
o -T+Aww=1 8. Now we have the optimization problem with
o« A=2/wWwW objective and constraints
5. Margin m =|x* - x| « minimize | [w]|]| or (V2)*| [w] |2
* m=|Aw| « With constant y(w™x+b)>=1
« m=(2/WwW)*|w| 9. We can solve the above optimization problem
e m=2/]|w]|| toobtainw & b
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SVM Result

*SVM doesn’t output probability. It directly gives which class the new
data point belongs to

*For a new point x, calculate w'x,+b. If this value is positive then the
prediction is +1 else -1

www.statinfer.com
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LAB: First SVM Learning Problem

-Dataset: Fraud Transaction/Transactions_sample.csv
*Draw a classification graph that shows all the classes
*Build a SVM classifier

*Draw the classifier on the data plots

*Predict the (Fraud vs not-Fraud) class for the data points
Total_Amount=11000, Tr_Count_week=15 & Total_Amount=2000,
Tr_Count_week=4

*Download the complete Dataset: Fraud Transaction/Transaction.csv
*Draw a classification graph that shows all the classes

*Build a SVM classifier

*Draw the classifier on the data plots

www.statinfer.com
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Steps - First SVM Learning Problem

*Drag and drop the Dataset into the canvas
*Drag and drop the Edit Metadata and connect it to the dataset

*Drag and drop the Select Columns from the Dataset and select the columns,
connect it to the Edit Metadata

*Drag and drop Two-Class Support Vector Machine, Train Model, Score
Model, Enter data Manually and Evaluate Model

*Connect Two-Class Support Vector Machine to the first input of Train Model
and Select Columns from the Dataset to the Second input of Train Model

www.statinfer.com
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Steps - First SVM Learning Problem

*Connect the output of Train Model first input of Score Model and Enter Data
Manually to the Second input of Score Model

*Connect the output of Score Model to the input of Evaluate Model

*Click on Train Model and select the column for which the prediction is
done(Fraud_id)

*Click run and visualize the output of Evaluate Model and Score Model

www.statinfer.com
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Steps - First SVM Learning Problem

Fig8: Support Vector Machine (Transaction_sample)

iui Transactions_sample.csv

—

v

‘iE[n Edit Metadata
@ Two-Class Support Vector M... ®
. J

.;E“ Select Columns in Dataset
L
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@ Train Mol E_} Enter Data Manually

e —

@ Evaluate Madel
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Steps - First SVM Learning Problem

Fig9: Properties - Edit Metadata Fig10: Properties - Select Columns from Dataset

Properties Project

4 Edit Metadata

Column

Properties Project
Selected columns:

Column names: Fraud_id 4 Select Columns in Dataset
Launch column selector Select columns
Data type Selected columns:
All eolumns
w .
Unchanged Exclude column names: id

Categorical Launch column selector

Make categorical L
Fields
Label r

Mew calumn names
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Steps - First SVM Learning Problem

Fig11: Properties - Support Vector Machine

Properties Project

4 Two-Class Support Vector Machine
Create trainer mode

Single Parameter

Mumber of iterations

]

Lambda

0.001

# MNormalize features
Project to the unit-sphere

Random number seed

¥ Allow unknown categorical levels
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Fig12: Properties - Train Model

Project

Properties

4 Train Model

Label column

Selected columns:
Column names: Fraud_id

Launch column selector

W\ statinfer



W\ statinfer

Steps - First SVM Learning Problem

Fig13: Data For Prediction Fig14: Classifier Data Plots
L ]
24 . .
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) = fiﬁ' e
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Steps - First SVM Learning Problem

Fig15: Accuracy - Test Data

Machine Learning Made Easy

True Positive  False Megative Accuracy Precision Thresheld AUC
1 0 1.000 1.000 0.5 1.000
False Positive  True Negative Recal F1 Score
0 1 1.000 1.000
Positive Label Negative Labe
1 0
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Steps - First SVM Learning Problem

*Drag and drop the Dataset into the canvas
*Drag and drop the Edit Metadata and connect it to the dataset

*Drag and drop the Select Columns from the Dataset and select the columns,
connect it to the Edit Metadata

*Drag and drop Two-Class Support Vector Machine, Train Model, Score Model
and Evaluate Model

*Connect Two-Class Support Vector Machine to the first input of Train Model
and Select Columns from the Dataset to the Second input of Train Model
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Steps - First SVM Learning Problem

*Connect the output of Train Model first input of Score Model and Select
Columns from the Dataset to the Second input of Score Model

*Connect the output of Score Model to the input of Evaluate Model

*Click on Train Model and select the column for which the prediction is
done(Fraud_id)

*Click run and visualize the output of Evaluate Model
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Steps - First SVM Learning Problem

Fig16: Support Vector Machine(Transaction)

ii Transaction.csv

T

L

B £dit Metadata
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Steps - First SVM Learning Problem

Fig17: Properties - Edit Metadata Fig18: Properties - Select Columns from Dataset

Properties Project

4 Edit Metadata

Column

Properties Project
Selected columns:

Column names: Fraud_id 4 Select Columns in Dataset
Launch column selector Select columns
Data type Selected columns:
All eolumns
w .
Unchanged Exclude column names: id

Categorical Launch column selector

Make categorical L
Fields
Label r

Mew calumn names
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Steps - First SVM Learning Problem

Fig19: Properties - Support Vector Machine

Properties Project

4 Two-Class Support Vector Machine
Create trainer mode

Single Parameter

Mumber of iterations

]

Lambda

0.001

# MNormalize features
Project to the unit-sphere

Random number seed

¥ Allow unknown categorical levels
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Fig20: Properties - Train Model

Project

Properties

4 Train Model

Label column

Selected columns:
Column names: Fraud_id

Launch column selector
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Steps - First SVM Learning Problem

Fig21: Classifier Data Plot
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Steps - First SVM Learning Problem

Fig22: Accuracy

Machine Learning Made Easy

True Positive  False Negative Accuracy Precision Threshold ALIC
22499 1 1.000 1.000 0.5 1.000
False Positive  True Megative Recal F1 Seore
5 22495 1.000 1.000
Positive Label Megative Labe
1 0
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The Non-Linear Decision
boundary
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The Non-Linear Decision boundary

*In the above examples we can clearly see the decision boundary is linear
*SVM works well when the data points are linearly separable

*If the decision boundary is non-liner then SVM may struggle to classify
*Observe the below examples, the classes are not linearly separable
*SVM has no direct theory to set the non-liner decision boundary models.

m1 m2

® 000 |AA A 000000 ;

X1

www.statinfer.com
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Mapping to higher dimensional space

*The original maximum-margin hyperplane algorithm proposed by Vapnik in
1963 constructed a linear classifier.

To fit a non liner boundary classier, we can create new variables(dimensions)
in the data and see whether the decision boundary is linear.

*in 1992, Bernhard E. Boser, Isabelle M. Guyon and Vladimir N. Vapnik
suggested a way to create nonlinear classifiers by applying the kernel trick

www.statinfer.com
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Mapping to higher dimensional space

*In the below example, A single linear classifier is not sufficient

*lets create a new variable x2=(x1)"2. In the higher dimensional space
*We can clearly see a possibility of single linear decision boundary
This is called kernel trick

m1 m2

® 000 |4iiAl000000 ‘ x2 °
® °
o °

X1 www.statinfer.com X1
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Kernel Trick

*We used a function ¢(x)
dimensional space.

*In the higher dimensional space, we could easily fit a liner decision boundary.

This function ¢(x) is known as kernel function and this process is known as
kernel trick in SVM

(x,x"2) to transform the data x into a higher

bleh(o(e)
u S<1>(-)¢<-)

0() e

A
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Kernel Trick

*Kernel trick solves the non-linear decision boundary problem much like the hidden
layers in neural networks.

*Kernel trick is simply increasing the number of dimensions. It is to make the non-linear
decision boundary in lower dimensional space as a linear decision boundary, in higher
dimensional space.

*In simple words, Kernel trick makes the non-linear decision boundary to linear (in
higher dimensional space)

bleh(o(e)
o S<1>(-)¢<-)

b(x) oy

A
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Kernel Trick

® 000 JAA A

m1

m

X1

A non-linear decision boundary
in single dimensional space is
mapped on to a two dimensional
space using kernel function

O(x)=(x,x?)

A non-linear decision boundary
in two dimensional space is
mapped on to a three
dimensional space using kernel
function ¢(x1,x2)=(x,2,X,2,B2X,X,)

www.statinfer.com
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Kernel Function Examples

W\ statinfer

Polynomial Kernel (xﬁx]- + 1)7q is degree of polynomial
Sigmoid Kernel tanh(ax;x; + k) k is offset value
Gaussian Kernel ellxi—x;jl1?/20°

(x;+x;)
2

Linear Kernel

1+ xixjmin(xi; x]) — min(xir xj )2

min(x;, x; )’
3

Laplace Radial Basis e 7II*i=%ill >0
Function (RBF)

* There are many more kernel functions.

www.statinfer.com
Machine Learning Made Easy

Best for Image processing

Very similar to neural
network

No prior knowledge on data

Text Classification

No prior knowledge on data
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Choosing the Kernel Function

*Probably the most tricky part of using SVM.

*The kernel function is important because it creates the kernel matrix,
which summarizes all the data

*There is no proven theory for choosing a kernel function for any given
problem. Still there is lot of research going on.

In practice, a low degree polynomial kernel or RBF kernel with a
reasonable width is a good initial try

*Choosing Kernel function is similar to choosing number of hidden
layers in neural networks. Both of them have no proven theory to
arrive at a standard value.

*As a first step, we can choose low degree polynomial or radial basis
function or one of those from the list

www.statinfer.com
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LAB: Kernel — Non linear
classifier
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LAB: Kernel - Non linear classifier

-Dataset : Software users/sw_user_profile.csv
How many variables are there in software user profile data?

*Plot the active users against age and check weather the relation
between age and “Active” status is linear or non-linear

*Build an SVM model(model-1)
*For model-1, create the confusion matrix and find out the accuracy
*Create a new variable. By using the polynomial kernel

*Build an SYM model(model-2), with the new data mapped on to higher
dimensions.

*For model-2, create the confusion matrix and find out the accuracy
*Plot the SVM with results.

www.statinfer.com
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Steps - Kernel - Non linear classifier

*Drag and drop the Dataset into the canvas
*Drag and drop the Edit Metadata and connect it to the dataset

*Drag and drop the Select Columns from the Dataset and select the columns,
connect it to the Edit Metadata

*Drag and drop Two-Class Support Vector Machine, Train Model, Score
Model, Enter data Manually and Evaluate Model

*Connect Two-Class Support Vector Machine to the first input of Train Model
and Select Columns from the Dataset to the Second input of Train Model

www.statinfer.com
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Steps - Kernel - Non linear classifier

*Connect the output of Train Model first input of Score Model and Enter Data
Manually to the Second input of Score Model

*Connect the output of Score Model to the input of Evaluate Model

*Click on Train Model and select the column for which the prediction is
done(Active)

*Click run and visualize the output of Evaluate Model and Score Model

www.statinfer.com
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Steps - Kernel - Non linear classifier

Fig23: Model - 1(without New Column)

@ Two-Class Support Vector M...
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-
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Steps - Kernel - Non linear classifier

Fig24: Properties - Edit Metadata Fig25: Properties - Select Columns from the Dataset

Project

Properties

4 Edit Metadata

Column

Selected columns:
Column names: Active

Properties Projec

Launch column selector .
4 Select Columns in Dataset

he
Data type Select columns

Unchanged M Selected columns:

Column names: Age Active

Categorical

Make categorical ¥ Launch column selector
Fields
Label ¥

Mew column names
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Steps - Kernel - Non linear classifier

Fig26: Properties - Two Class Support Vector Machine Fig27: Properties - Train

_!l'

Properties Project

4 Two-Class Support Vector Machine
Create trainer mode

Single Parameter v

Properties Project

Mumber of iterations
g 4 Train Model

Label column
Lambda

Selected columns:
.01 .
Column names: Active

#| MNormalize features Launch column selector

Project to the unit-sphere

Random number sesd

4

#| Allow unknown categorical levels

www.statinfer.com
Machine Learning Made Easy



W\ statinfer

Steps - Kernel - Non linear classifier

Fig28: Scatter Plot - Age vs Active Fig29: Accuracy and Confusion Matrix
R
) True Positive  False Megative Accuracy Precision Threshaold EI ALIC
g 0 173 0.e47 1.000 0.5 0.625
B2 05
E False Positive  True Negative Recal F1 Score
- 0 317 0.000 0.000
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o 1 0
[ o— EEE————
] .‘_: ’ . iy 0 __L - :',::' '\ -
Age
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Steps - Kernel - Non linear classifier

*Drag and drop the Dataset into the canvas

*Drag and drop Edit Metadata(1) and connect it to the dataset

*Drag and drop Apply Math Operation(1), connect it to the Edit Metadata(1)

*Drag and drop another Apply Math Operation(2), connect it to the previous
Apply Math Operation(1)

*Drag and drop Edit Metadata(2) and connect it to the Apply Math
Operation(2)

*Drag and drop Apply Math Operation(3), connect it to the Edit Metadata(2)

*Drag and drop the Select Columns from the Dataset and select the columns,
connect it to the Edit Metadata(2)

www.statinfer.com
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Steps - Kernel - Non linear classifier

*Drag and drop Two-Class Support Vector Machine, Train Model, Score
Model, Enter data Manually and Evaluate Model

*Connect Two-Class Support Vector Machine to the first input of Train Model
and Select Columns from the Dataset to the Second input of Train Model

*Connect the output of Train Model first input of Score Model and Enter Data
Manually to the Second input of Score Model

*Connect the output of Score Model to the input of Evaluate Model

*Click on Train Model and select the column for which the prediction is
done(Active)

*Click run and visualize the output of Evaluate Model

www.statinfer.com
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Steps - Kernel - Non linear classifier

Fig30: Model-2(with New Column)
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Steps - Kernel - Non linear classifier

Fig31: Properties - Metadata

Properties Project
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Column

Selected columns:
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Fig32: Properties - Apply Math Operation1
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Steps - Kernel - Non linear classifier

Fig33: Properties - Apply Math Operation2

o

PRy

Prolect
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Fig34: Properties - Metadata
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Steps - Kernel - Non linear classifier

Fig35: Properties - Apply Math Operation3 Fig36: Properties - Select Columns

Properties Project

4 Apply Math Operation
Category

Basic r

Basic math function

Pow v Properties Project
Second argument type 4 Select Columns in Dataset
Constant v Select columns
Constant second argument Selected columns:

Column names: Age Active New

2

Launch column selector
Column set

Selected columns:
Column names: Mew

Launch column selector

Cutput mode
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Steps - Kernel - Non linear classifier

Fig37: Properties - Two Class Support Vector Machine Fig38: Properties - Train Model

—

'roject

Properties

4 Two-Class Support Vector Machine

Create trainer mode

Single Parameter ¥
o Properties Project
Mumber of iterations :
g 4 Train Model
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Steps - Kernel - Non linear classifier

Fig39: Classifier Data Plot Fig40: Accuracy and Confusion Matrix
;
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Soft Margin Classification -
Noisy data
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Noisy data

*What if there is some noise in the data. R

*What id the overall data can be classified LA
perfectly except few points. ) AAA A;‘A N
*How to find the hyperplane when few i e e
points are on the wrong side. oo °
o 00"

x1
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Soft Margin Classification

*The non-separable cases can be solved by
allowing a slack variable(&) for the point on
the wrong side.

*We are allowing some errors while building
the classifier

*In SVM optimization problem we are initially
adding some error and then finding the
hyperplane

*SVM will find the maximum margin classifier
allowing some minimum error due to noise.

*Hard Margin -Classifying all data points
correctly,

*Soft margin - Allowing some error

www.statinfer.com
Machine Learning Made Easy

- Noisy data

N
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SVM Validation
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SVM Validation

*SVM doesn’t give us the probability, it directly gives us the resultant
classes

*Usual methods of validation like sensitivity, specificity, cross
validation, ROC and AUC will are the validation methods

www.statinfer.com
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SVM Advantages &
Disadvantages
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SVM Advantages

*SVM’s are very good when we have no idea on the data

*Works well with even unstructured and semi structured data like text,
Images and trees.

*The kernel trick is real strength of SVM. With an appropriate kernel
function, we can solve any complex problem

*Unlike in neural networks, SVM is not solved for local optima.
*[t scales relatively well to high dimensional data

*SVM models have generalization in practice, the risk of overfitting is
less in SVM.

www.statinfer.com
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SVM Disadvantages

*Choosing a “good” kernel function is not easy.
long training time o large datasets

Difficult to understand and interpret the final model, variable weights
and individual impact

*Since the final model is not so easy to see, we can not do small
calibrations to the model hence its tough to incorporate our business
logic

www.statinfer.com
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SVM Application
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SVM Application

*Protein Structure Prediction

*Intrusion Detection

*Handwriting Recognition

*Detecting Steganography in digital images
*Breast Cancer Diagnosis

www.statinfer.com
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LAB: Digit Recognition using
SVM
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LAB: Digit Recognition using SVM

- Take an image of a handwritten single digit, and determine what that digit is.

*Normalized handwritten digits, automatically scanned from envelopes by the
U.S. Postal Service. The original scanned digits are binary and of different
sizes and orientations; the images here have been de slanted and size
normalized, resultingin 16 x 16 grayscale images (Le Cun et al., 1990).

*The data are in two gzipped files, and each line consists of the digitid (0-9)
followed by the 256 grayscale values.

*Build an SVM model that can be used as the digit recognizer
*Use the test dataset to validate the true classification power of the model
*What is the final accuracy of the model?

/701 29 9 7 & 3 ¢ & ¢ > 0O
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Steps - Digit Recognition using SVM

*Drag and drop the Training and Test Dataset into the canvas

*Drag and drop Two-Class Support Vector Machine, One-vs-All Multiclass,
Train Model, Score Model, Enter data Manually and Evaluate Model

*Connect Two-Class Support Vector Machine to One-vs-All Multiclass

*Connect One-vs-All Multiclass to the first input of Train Model and Select
Columns from the Dataset to the Second input of Train Model

*Connect the output of Train Model first input of Score Model and Enter Data
Manually to the Second input of Score Model

*Connect the output of Score Model to the input of Evaluate Model

*Click on Train Model and select the column for which the prediction is
done(Active)

*Click run and visualize the output of Evaluate Model and Score Model

www.statinfer.com
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Steps - Digit Recognition using SVM

Fig41: Digit Recognition - Support Vector Machine
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Steps - Digit Recognition using SVM

Fig42: Properties - Support Vector Machine
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Fig43: Properties - Train Model

Project
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4 Train Model

Label column

Selected columns:
Column names: V1

Launch column selector

W\ statinfer



Steps - Digit Recognition using SVM

Fig44: Accuracy

4 Metrics

Overall accuracy

Average accuracy
Micro-averaged precision
Macro-averaged precision
Micro-averaged recall

Macro-averaged recall

0.897359
0.979472
0.897359
0.888338
0.897359
0.886581
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Steps - Digit Recognition using

Fig45: Confusion Matrix
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Conclusion

*Many software tools are available for SVM implementation
*SVMs are really good for text classification

*SVMs are good at finding the best linear separator. The kernel trick
makes SVMs non-linear learning algorithms

*Choosing an appropriate kernel is the key for good SVM and choosing
the right kernel function is not easy

*We need to be patient while building SVMs on large datasets. They
take a lot of time for training.

www.statinfer.com
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The wisdom of crowds

Problem Statement: What is the estimated monthly expense of a family in our city.

An Eminent Professor built a model  Vs. 100 Assistant Professors built 100 models

M1

U

One Single Prediction Average of all 100 predictions

$6500 $7200




W\ statinfer

The wisdom of crowds

One should not expend energy trying to identify an expert within a
group but instead rely on the group’s collective wisdom, however
make sure that Opinions must be independent and some knowledge of
the truth must reside with some group members - Surowiecki

So instead of trying to build one great model, its better to build some
independent moderate models and take their average as final
prediction
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What is Ensemble Learning
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What is Ensemble Learning

- Imagine a classifier problem, there are two classes +1 & -1 in the target
- Imagine that we built a best possible decision tree, it has 91% accuracy

- Let x be the new data point and our decision tree predicts it to be +1. Is there a way we
can do better than 91% by using the same data

* Lets build 3 more models on the same data. And see we can improve the performance

4

Decision Trees
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What is Ensemble Learning

*We have four models on the same dataset, Each of them have
different accuracy. But unfortunately there seem to be no real
improvement in the accuracy.

\ 4

| Decision Trees

Regression

Neural nets
Model
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What is Ensemble Learning

- What about prediction of the data point x?
* Except the decision tree, the rest all algorithms are predicting the class of x as -1
* Intuitively we would like to believe that the class of x is -1

. Thed ct)mbined voting model seem to be having less error than each of the individual
models.

- This is the actual philosophy of ensemble learning

new data(x)

Logistic
Regression

Neural nets
Model
Y VNS

9%
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Ensemble Models



Ensemble Models

Obtaining a better predictions using multiple
models on the same dataset

Not every time it is possible to find single
best fit model for our data, ensemble model
combines multiple models to come up with
one consolidated model

Ensemble models work on the principle that
multiple moderately accurate models can
give us a highly accurate model

Understandably, the Building and Evaluating
the ensemble models is computationally
expensive

Build one really good model is the usual
statistical approach. Build many models and
average the results is the philosophy of
Ensemble learning

W\ statinfer
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Why Ensemble technique works?

Imagine three models
M1 with an error rate of 10%
M2 with an error rate of 10%
M3 with an error rate of 10%

The three models have to be independent, we can’t build the same
model three times and expect the error to reduce. Any changes to the
modeling technique in model -1 should not impact model-2

In this scenario, the worst ensemble model will have 10% error rate

The best ensemble model will have an error rate of 2.8%

2 out of 3 models predicted wrong + all models predicted wrong
(3C2)*(0.1)(0.1)(0.9) + (0.1)(0.1)(0.1)
2.8%

The best ensemble model will have an error rate of 2.8%
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Types of Ensemble Models

The above example is a very primitive type of ensemble model. There
are better and statistically stronger ensemble methods that will yield
better results

Two most popular ensemble methodologies are

Bagging
Boosting
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Bagging
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Bagging

Take multiple boot strap samples from the population and build

classifiers on each of the samples. For prediction take mean or mode
of all the individual model predictions.

Bagging has two major parts 1) Boot strap sampling 2) Aggregation of
learners

Bagging = Bootstrap Aggregating

In Bagging we combine many unstable models to produce a stable

model. Hence the predictors will be very reliable(less variance in the
final model).
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Boot strapping

We have a training data is of size N

Draw random sample with replacement of size N - This gives a new dataset, it might have repeated
observations, some observations might not have even appeared once.

We are selecting records one-at-a-time, returning each selected record back in the population, giving it
a chance to be selected again

Create B such new datasets. These are called boot strap datasets

( Training Data (size-N) J

Samples with
replacement
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The Bagging Algorithm
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The Bagging Algorithm

*The training dataset D

*Draw k boot strap sample sets from
dataset D

*For each boot strap sample i
*Build a classifier model M,

*We will have total of k classifiers M; M,
oo My

- Vote over for the final classifier output
and take the average for regression
output

Bagged
model
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Why Bagging works

We are selecting records one-at-a-time, returning each selected record back
in the population, giving it a chance to be selected again

Note that the variance in the consolidated prediction is reduced, if we have

independent samples. That way we can reduce the unavoidable errors made
by the single model.

In a given boot strap sample, some observations have chance to select
multiple times and some observations might not have selected at all.

There a proven theory that boot strap samples have only 63% of overall
population and rest 37% is not present.

So the data used in each of these models is not exactly same, This makes our

learning models independent. This helps our predictors have the uncorrelated
errors.

Finally the errors from the individual models cancel out and give us a better
ensemble model with higher accuracy

Bagging is really useful when there is lot of variance in our data
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LAB: Bagging Models
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LAB: Bagging Models

Import Boston house price data. It is part of MASS package
Get some basic meta details of the data
Take 80% data use it for training and take rest 20% as holdout data

Build a single linear regression model on the training data. Build the model
for medv vs rest of the variables

On the hold out data, calculate the error (squared deviation) for the
regression model.

Build the regression model using bagging technique. Build at least 25 models
On the hold out data, calculate the error (squared deviation) for the
consolidated bagged regression model.

What is the improvement of the bagged model when compared with the
single model?
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Steps - Bagging Models

Drag and drop the Dataset into the canvas
Drag and drop the Split Data and connect it to the dataset
In Split Data properties, select

Splitting mode - Split Rows

Fraction of rows in the first output dataset - 0.8

Check the Randomized split option

Drag and drop Linear Regression, Train Model, Score Model and Evaluate
Model

Connect Linear Regression to the first input of Train Model and first output
of Split Data to the Second input of Train Model

Connect the output of Train Model first input of Score Model and second
output of Split Data to the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model
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Steps - Bagging Models cont..

Click on Train Model and select the column for which the prediction is done
Click run and visualize the output of Evaluate Model

Drag and drop Apply Math Operation(LR-first), connect the output of Score
Model to it.

Select Apply Math Operation(LR-first), click on Run Selected

Drag and drop Apply Math Operation(LR-second), connect the output of
Apply Math Operation(LR-first) to it.

Select Apply Math Operation(LR-second), click on Run Selected

Drag and drop Compute Elementary Statistics(LR), connect the output of
Apply Math Operation(LR-second) to it.

Select Compute Elementary Statistics(LR), click on Run Selected

Note: Select the properties of Apply Math Operation(LR-first), Apply Math
Operation(LR-second) and Compute Elementary Statistics(LR) before run



W\ statinfer

Steps - Bagging Models cont..

Similarly do the same for the Random Forest Regression as follows:

Drag and drop Decision Forest Regression, Train Model, Score Model and
Evaluate Model

Connect Decision Forest Regression to the first input of Train Model and
first output of Split Data to the Second input of Train Model

Connect the output of Train Model first input of Score Model and second
output of Split Data to the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model
Click on Train Model and select the column for which the prediction is done
Click run and visualize the output of Evaluate Model
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Steps - Bagging Models cont..

Drag and drop Apply Math Operation(DF-first), connect the output of Score
Model to it.

Select Apply Math Operation(DF-first), click on Run Selected

Drag and drop Apply Math Operation(DF-second), connect the output of
Apply Math Operation(DF-first) to it.

Select Apply Math Operation(DF-second), click on Run Selected

Drag and drop Compute Elementary Statistics(DF), connect the output of
Apply Math Operation(DF-second) to it.

Select Compute Elementary Statistics(DF), click on Run Selected

Note: Select the properties of Apply Math Operation(DF-first), Apply Math
Operation(DF-second) and Compute Elementary Statistics(DF) before run
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Steps - Bagging Models cont..

To compute Improvement Percentage:
Drag and drop Add Columns into the canvas

Connect Compute Elementary Statistics(LR) to the first input of the Add
Columns and Compute Elementary Statistics(DF) to the second input of the
Add Columns

Drag and drop Apply Math Operation(IP-first), connect the output of Add
Columns to it.

Select Apply Math Operation(IP-first), click on Run Selected

Drag and drop Apply Math Operation(IP-second), connect the output of
Apply Math Operation(IP-first) to it.

Select Apply Math Operation(IP-second), click on Run Selected
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Steps - Bagging Models cont..

Drag and drop Apply Math Operation(IP-third), connect the output of Apply
Math Operation(IP-second) to it.

Select Apply Math Operation(IP-third), click on Run Selected

Drag and drop Edit Metadata, connect it to the Apply Math Operation(IP-
third)

Select Edit Metadata, click on Run Selected

Note: Select the properties of Apply Math Operation(IP-first), Apply Math
Operation(IP-second), Apply Math Operation(IP-third) and Edit Metadata

before run



Steps - Bagging Models cont..
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Fig1: Split Data

Properties  Project )

4 5plit Data

splithing made

split Bows T

Fraction of rows in the first output dataset
0.8

¥/ Randomized split

Random seed
0

Stratified split
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Steps - Bagging Models cont..
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Fig2:Properties - Linear Regression Fig3: Properties - Apply Math Operation(LR-first)

Properties Project
4 Apply Math Operation

Properties Project > Category

| Operations - |

4 Linear Regression

Basic operation
Solution method

| Subtract b |

Ordinary Least Sguares ¥

Ciperation argument type

L2 regulanzation weight

| ColumnSet b |
0.0t O peration argument
¥ Include intercept term Selected columns:

Column names: medv

Eandom number seed

Launch column selector

Column set

¥ Allow unknown categorical levels

Selected columns:
Column names: Scored Labels

Launch column selector

Cutput mode

Resultonly v
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Steps - Bagging Models cont..

Fig4:Properties - Apply Math Operation(LR-second) Fig5: Properties - Compute Elementary Statistics(LR)

Properties Project

4 Apply Math Operation Properties  Project
Category
Bacic v | 4 Compute Elementary Statistics
Basic math function Method
Square ¥ | Sum v
Column =set Calurmn set
Selected columns:
Selected col
Column names: Subtract{5cored Labels_medvy) EEl:llllmn t;'t:p:':]TﬂHic Al

Launch column selector
Launch column selector

Output mode

ResultOnly ¥
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Steps - Bagging Models cont..

Fig6:Properties - Decision Forest Regression Fig7: Properties - Apply Math Operation(DF-first)

Properties Project

4 Decision Forest Regression 4 Apply Math Operation
Resampling method Categary
| Bagging A | | Operaticns A |
Create trainer mode Basic operation
| Single Parameter A | | Subtract A |

Mumber of decision trees

[ 25

Maximum depth of the decision trees

[ 20

Mumber of random splits per node

[ 128

Minimum number of samples per leaf node

[ 1

¥ Allow unknown values for categorical featu...

Properties Project

Operation argument type
| ColumnSet ¥ |

Operation argument

Selected columns:
Column names: medv

Launch column selectar

Caolumn set

Selected columns:
Column names: 5cored Label Mean

Launch column selectar

Output mode

ResultOnly r




Steps - Bagging Models cont..
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Fig8:Properties - Apply Math Operation(DF-second)

Properties Project

4 Apply Math Operation

Category

| Basic

Basic math function

| Square

Column set

Selected columns:
Column names: Subtract{5cored Label
Mean_medv)

Launch column selector

Output mode

ResultOnly

Fig9: Properties - Compute Elementary Statistics(DF)

Properties  Project

4 Compute Elementary Statistics

Method

Sum

Column set

Selected columns:
Column type: Numeric, Al

Launch column selector
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Steps - Bagging Models cont..

Fig10:Properties - Decision Forest Regression Fig11: Properties - Apply Math Operation(DF-first)

Properties Project

4 Decision Forest Regression 4 Apply Math Operation
Resampling method Categary
| Bagging A | | Operaticns A |
Create trainer mode Basic operation
| Single Parameter A | | Subtract A |

Mumber of decision trees

[ 25

Maximum depth of the decision trees

[ 20

Mumber of random splits per node

[ 128

Minimum number of samples per leaf node

[ 1

¥ Allow unknown values for categorical featu...

Properties Project

Operation argument type
| ColumnSet ¥ |

Operation argument

Selected columns:
Column names: medv

Launch column selectar

Caolumn set

Selected columns:
Column names: 5cored Label Mean

Launch column selectar

Output mode

ResultOnly r




Steps - Bagging Models cont..
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Fig12:Properties - Apply Math Operation(DF-second)

Properties Project

4 Apply Math Operation

Category

| Basic

Basic math function

| Square

Column set

Selected columns:
Column names: Subtract{5cored Label
Mean_medv)

Launch column selector

Output mode

ResultOnly

Fig13: Properties - Compute Elementary Statistics(DF)

Properties  Project

4 Compute Elementary Statistics

Method

Sum

Column set

Selected columns:
Column type: Numeric, Al

Launch column selector




Overall Modal

Fig14

@ Lin=zar Regreszzion i

- -

@ Traim Madeal

@ Score Model

:):m Apply Math Opearation e
!
Em Apply Math Opsration ot

!

-E,“| Compute Elementany Statisti- "
-

]
"=l

Split Data '

@ Decision Forast Regrasszion

~

W

@ Traim Model

.-"-'_'_
Em Apply Math Operation w @ Ewaluate Model
E” Apgphy Math O peration ol

Em Compute Elementany Statisti.. "

—
By =

";EH'H Add Columnzs ol

Em Apply Math Operation vl

E” Apply Math Operaton '

Eﬂ Apphy Math Operaticn ol

B8 Edit Metadata -




Steps - Bagging Models cont..
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Fig15: error(squared deviation) - Linear Regression

rows

view as

T

columns

1

Sum(Square(Subtract(Scored
Labels_medwv)))
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Fig16: error(squared deviation) - Decision Forest Regression
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Steps - Bagging Models cont..

Fig17: Improvement Percentage
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Random Forest
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Random Forest

Random forest is a specific case of bagging methodology. Bagging on
decision trees is random forest

Like many trees form a forest, many decision tree model together
form a Random Forest model
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Random Forest

In random forest we induce two types of randomness

Firstly, we take the boot strap samples of the population and build decision trees
on each of the sample.

While building the individual trees on boot strap samples, we take a subset of the
features randomly
Random forests are very stable they are as good as SVMs and
sometimes better
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Random Forest algorithm

* The training dataset D with t number of
features

- Draw k boot strap sample sets from
dataset D

*For each boot strap sample i

* Build a decision tree model M; using only p
number of features (where p<<t)

» Each tree has maximal strength they are fully
grown and not pruned.

- We will have total of k decision treed M; M,
... My; Each of these trees are built on
reactively different training data and
different set of features

- Vote over for the final classifier output and
take the average for regression output
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The Random Factors in Random Forest

We need to note the most important aspect of random forest, i.e inducing
randomness into the bagging of trees. There are two major sources of
randomness

Randomness in data: Boot strapping, this will make sure that any two samples data is
somewhat different

Randomness in features: While building the decision trees on boot strapped samples we
consider only a random subset of features.

Why to induce the randomness?
The major trick of ensemble models is the independence of models.

If we take the same data and build same model for 100 times, we will not see any
improvement

To make all our decision trees independent, we take independent samples set and
independent features set

As a rule of thumb we can consider square root of the number features, if ‘t’ is very
large else p=t/3
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Why Random Forest Works

For a training data with 20 features we are building 100 decision trees with 5 features
each, instated of single great decision. The individual trees may be weak classifiers.

Its like building weak classifiers on subsets of data. The grouping of large sets of
random trees generally produces accurate models.

In this example we have three simple
classifiers.

m1 classifies anything above the line as +1 and
below as -1, m2 classifies all the points above
the line as -1 and below as +1 and m3 classifies
everything on the left as -1 and right as +1

Each of these models have fair amount of
misclassification error.

All these three weak models together make a
strong model.




W\ statinfer

LAB: Random Forest
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LAB: Random Forest

Dataset: /Car Accidents IOT/Train.csv

Build a decision tree model to predict the fatality of accident
Build a decision tree model on the training data.

On the test data, calculate the classification error and accuracy.
Build a random forest model on the training data.

On the test data, calculate the classification error and accuracy.

What is the improvement of the Random Forest model when compared
with the single tree?
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Steps - Random Forest

Decision Trees:
Drag and drop the Training Dataset and Test Dataset into the canvas

Drag and drop Two-Class Boosted Decision Tree, Train Model, Score Model
and Evaluate Model

Connect Two-Class Boosted Decision Tree to the first input of Train Model
and Training Dataset to the Second input of Train Model

Connect the output of Train Model first input of Score Model and Test
Dataset to the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model

Click on Train Model and select the column for which the prediction is
done(Fatal)

Click run and visualize the output of Evaluate Model

Note: Select the properties for Two-Class Decision Forest, Train Model,
Score Model and Evaluate Model before run
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Steps - Random Forest

Random Forest:

Drag and drop Two-Class Decision Forest, Train Model, Score Model and
Evaluate Model

Connect Two-Class Decision Forest to the first input of Train Model and
Training Dataset to the Second input of Train Model

Connect the output of Train Model first input of Score Model and Test
Dataset to the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model

Click on Train Model and select the column for which the prediction is
done(Fatal)

Click run and visualize the output of Evaluate Model

Note: Select the properties for Two-Class Decision Forest, Train Model,
Score Model and Evaluate Model before run



Steps - Random Forest

Fig18: Properties - Two-Class Boosted Decision Tree

Properties Project

4 Two-Class Boosted Decision Tree
Create trainer mode

Single Parameter v

Maximum number of leaves per tree

20

rinimum number of samples per leaf node

10

Learning rate

0.2

Mumber of trees constructed

]

Random number sead

# pallow unknown categorical levels

Fig19: Properties - Train Mode(Decision Trees)
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Properties  Project

4 Train Model

Label column

Selected columns:
Column names: Fatal

Launch column selector
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Steps - Random Forest

Fig20: Properties - Two-Class Decision Forest Fig21: Properties - Train Mode(Decision Forest)

Properties Project

4 Two-Class Decision Forest

Resampling method

Bagging hl . .
Properties Project

Create trainer mode

Single Parameter v 4 Train Model
Mumber of decision trees Label column
7o |

Selected columns:

Maximum depth of the decision trees
Column names: Fatal

[ 32 I

Mumber of random splits per node Launch column selector

| 100 |

Minimum number of samples per leaf node
L |

* Allow unknown values for categorical feat...
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Steps - Random Forest

Fig22: Overall Model

=1 - .
mm Car_train.cs, @ Two-Class Decision Forest W'

@ Two-Class Boosted Decision... «
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My Car_test.csv

Scare Model v @ Scors Model v
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Steps - Random Forest
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True Positive  False Megative Accuracy Precision Threshaold AC
4817 356 0.861 0.843 0.5 0.893
False Positive  True Megative Recall F1 Score
900 2992 0.931 0.885
Positive Label Megative Label
1 0
Fig23: Accuracy - Decision Tree Modal
True Positive  False Negative Accuracy Precision Threshald AUC
4979 194 0.935 0.926 0.5 0.970
False Positive  True Megative Recall F1 Score

399

Positive Label

1

3493

MNegative Label

0

0.962 0.944

Fig24: Accuracy - Decision Forest Modal
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Case Study: Direct Mail

Marketing Response Model



LAB: Direct Mail Marketing Response M statmler
Model

Large Marketing Response Data/train.csv

How many variables are there in the dataset?

Take a one third of the data as training data and one third as test data
Look at the response rate from target variables

Find out the overall missing values and missing values by variables

Do the missing value and outlier treatment, prepare data for analysis
Build a RF model

Find the training data accuracy

Find the accuracy on test data



Steps - Direct Mail Marketing Response ™ sttnler
Model

Drag and drop the Dataset into the canvas

Drag and drop the Split Data(90% training, 10% testing) connect to the
dataset

Drag and drop Clean Missing Data, connect it to Split Data
Drag and drop Convert to dataset, connect it to Clean Missing Data
Drag and drop Clean Missing Data, connect it to Convert to dataset

Drag and drop three Select Columns from the Dataset, connect all the three
to Clean Missing Data

Drag and drop two Select Columns from the Dataset, connect it to Select
Columns from the Dataset(for which numeric is selected)

Drag and drop Clean Missing Data, connect it to Select Columns from the
Dataset(for which string is selected)



Steps - Direct Mail Marketing Response ™ sttnler
Model

Drag and drop Select Columns from the Dataset, connect it to Clean Missing
Data

Drag and drop Clean Missing Data, connect it to Select Columns from the
Dataset(for which Boolean is selected)

Drag and drop two Edit Metadata, connect it to Select Columns from the
Dataset(for which Double is selected)

Drag and drop Clean Missing Data, connect it to Edit Metadata

Drag and drop Add Columns, connect Select Columns from the Dataset(for
which Integer is selected) and Edit Metadata to it

Drag and drop another Add Columns, connect Select Columns from the
Dataset and Previous Add Columns to it

Drag and drop Add Columns, connect Add Columns and Clean Missing Data
to it



Steps - Direct Mail Marketing Response ™ sttnler
Model

Drag and drop Split Data, connect it to the Add Columns

Drag and drop Two-Class Decision Forest, Train Model, Score Model and
Evaluate Model

Connect Two-Class Decision Forest to the first input of Train Model and
first output of Split data to the Second input of Train Model

Connect the output of Train Model first input of Score Model and second
output of Split data to the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model

Click on Train Model and select the column for which the prediction is
done(target)

Click on run, Visualize the Evaluate Model
Note: Select the properties for all by seeing the figure before running



Steps - Direct Mail Marketing Response
Model

Fig25: Split Data(90% Training, 10% Test) Fig26: Clean Missing Data(>50% Null Value Columns)

Properties Project Properties Project

4 Split Data 4 Clean Missing Data

Columns to be cleaned

Splitting mode
Selected columns:

Split Rows ¥
P All columns

Fraction of rows in the first output ...
Launch column selector

0.90

Minimum missing value ratio

| Randomized split s

Random seed . - :
Maximum missing value ratio

10

1

Stratified split ]
Cleaning mode
False ¥ -
Remove entire column ¥




Steps - Direct Mail Marketing Response
Model

Fig27: Setting NA as Missing Value Fig28: Clean Missing Data(>50% Null Value Columns)

Properties Project

4 Clean Missing Data

Properties Project

Columns to be cleaned

4 Convert to Dataset Selected columns:

All columns
Action Launch column selector
SetMissingValues v Minimum missing value ratio
0.5

Custom missing value

Maximum missing value ratio

MA

1

Cleaning mode

Remove entire column r




Steps - Direct Mail Marketing Response
Model

Fig29: Selecting Columns of Type String Fig30:Selecting Columns of Type Numeric Fig31:Selecting Columns of Type Boolean

Properties Project

4 Select Columns in Dataset

Select columns

Selected columns:
Column type: String, All

| Launch column selector

Properties Project

4 Select Columns in Dataset

Select columns

Selected columns:
Column type: Numeric, All

Launch column selector

Properties Project

4 Select Columns in Dataset

Select columns

Selected columns:
Column type: Boolean, All

Launch column selector




Steps - Direct Mail Marketing Response
Model

Fig32: Selecting Integer from Numeric Fig33: Selecting Double from Numeric
Properties Project Properties Project
4 Select Columns in Dataset 4 Select Columns in Dataset
Select columns Select columns
Selected columns: Selected columns:
Column type: Integer, All Column type: Double, All
Launch column selector Launch column selector




Steps - Direct Mail Marketing Response

Model

Fig34: Missing value Imputation(String)

Properties Project

4 Clean Missing Data

Columns to be cleaned

Selected columns:

All columns

Exclude column names:

VAR 0001, VisR_0005,VAR_1934

Launch column selector

mMinimum missing value ratio

]

Maximum missing value ratio

0.01

Cleaning mode

Replace with mode b

Cols with all missing values

Remove r

I Generate missing value indicat...

Fig35: Missing Value Imputation(Boolean)

Properties Project

4 Clean Missing Data

Columns to be cleaned

Selected columns:
Column type: BEoolean, All

Launch column selector

Minimum missing value ratio

o

Maximum missing value ratio

1

Cleaning mode

Replace with mode ¥

Cols with all missing values

Remove b

I_| Generate missing value indicat...




Steps - Direct Mail Marketing Response
Model

Fig36: Converting From Double to Integer Fig37: Missing Value Imputation(Integers)
Properties Project Properties Project
4 Edit Metadata 4 Clean Missing Data
Column Columns to be cleaned
Selected columns: Selected columns:
Column names: Column type: Integer, All
VAR_0006 \VAR_DDOT VAR_DO13, VAR
4 » Launch column selector
Launch column selector Minimum missing value ratio
Crata type 0
Integer v Maximum missing value ratio
Categorical 0.0t
Unchanged v Cleaning mode
Fields Replace with mode v
Unchanged v Cols with all missing values
Mew column names Remove v
| Generate missing value indicat...




Steps - Direct Mail Marketing Response
Model

Fig38: Properties - Two-Class Decision Forest Fig39: Split Data(90% Training, 10% Validation)

Properties Project

4 Two-Class Decision Forest PF'D[]EFIZIES F’FDJEC'IZ

Resampling method 4 S5plit Data
Bagging v Splitting mode

Create trainer mode Split Rows M
Single Parameter v

Fraction of rows in the first output da...

Mumber of decision trees

0.90

a8

#| Randomized split
raximum depth of the decision tr...

37 Random seed
Mumber of random splits per node 10
125 Stratified split
Minimum number of samples per |... False v

1

|  pAllow unknown values for cate...




Overall Modal

Fig40
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Steps - Direct Mail Marketing Response ™ stuner

Model

Fig41: Accuracy - Training

True Positive  False Negative Accuracy Precision Threshold AUC
23603 3868 0.966 0.994 0.5 0.997
False Positive  True Megative Recal F1 Score
143 20023 0.859 0922
Positive Label MNegative Labe
1 0
Fig42: Accuracy - Validation
True Positive  False Megative Accuracy Precision Threshold ALIC
567 2414 0.777 0.529 0.5 0.678
False Positive  True Megative Recal F1 Score
505 9585 0.190 0.280
Positive Label Megative Labe
1 0
Fig43: Accuracy - Test
True Positive False Megative Accuracy Precision Threshold AUC
620 2701 0.773 0.509 0.5 0.687
False Positive  True Megative Recal F1 Score
599 10603 0.187 0.273

Positive Labe

1

Megative Labe
0
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When Ensemble doesn’t
work?



W\ statinfer

When Ensemble doesn’t work?

The models have to be independent

We can’t build the same model multiple times and expect the error to
reduce.

We may have to bring in the independence by choosing subsets of
data, or subset of features while building the individual models

Ensemble may backfire if we use dependent models that are already

less accurate. The final ensemble might turn out to be even worse
model.
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When Ensemble doesn’t work?

Yes, there is a small disclaimer in “Wisdom of Crowd” theory.

We need moderately good independent individuals. If we collate any
dependent individuals with poor knowledge, then we might end up
with an even worse ensemble.

For example, we built three models, model-1 , model-2 are bad,
model-3 is good. Most of the times ensemble will result the combined
output of model-1 and model-2, based on voting
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Conclusion
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Conclusion

Ensemble methods are the most widely used methods these days. With
advanced machines, its not really a huge task to build multiple models.

Both bagging and boosting does a good job of reducing bias and variance

Random forests are relatively fast, since we are building many small trees, it
doesn’t put lot of pressure on the computing machine

Random forest can also give the variable importance. We need to be careful
with categorical features, random forests trend to give higher importance to
variables with higher number of levels.

In Boosted algorithms we may have to restrict the number of iterations to
avoid overfitting.

Ensemble models are the final effort of a data scientist, while building the
most suitable predictive model for the data.
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Boosting Method in Azure

Venkat Reddy
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Boosting

Boosting is one more famous ensemble method
Boosting uses a slightly different techniques to that of bagging.

Boosting is a well proven theory that works really well on many of the
machine learning problems like speech recognition

If bagging is wisdom of crowds then boosting is wisdom of crowds
where each individual is given some weight based on their expertise
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Boosting

Boosting in general decreases the bias error and builds strong
predictive models.

Boosting is an iterative technique. We adjust the weight of the
observation based on the previous classification.

If an observation was classified incorrectly, it tries to increase the
weight of this observation and vice versa.



Boosting Main idea

Take a random
sample from
population of
size N

Each record has
1/N Chance of
picking

Let 1/N be the
weight w

7

Build a classifier
Note down the
accuracy

The Classifier may
misclassify some
of the records.
Note them down

Final Weighted Classifier C = Y a;c;

Take a weighted
sample

This time give
more weight to
misclassified
records from
previous model

Update the
weight w
accordingly to
pick the
misclassified
records

" Build a new
classifier on the
reweighted
sample

Since we picked
many previously
misclassified
records, we
expect this model
to build a better
model for those
records

W\ statinfer

-~

Check the error
and resample

Does this
classifier still has
some
misclassifications

If yes, then re-
sample

\
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Boosting Main idea

<&
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How weighted samples are taken

Data 1 2 3 4 5 6 7 8 9 10
Class - - + + - + - - + +
Predicted Class M1 - - - - - - - - + +

Weighted Sample1 1 2 (?) (4 ) 5 (?) 7 ( LD (?) ( 63
Class - - + + - T - ¥ Ty ¥
Predicted Class M2 - - + + + + + + + +
M2 Result v v v v v v v

Weighted Sample2 | ¢ 5 \ 3 4 (r5 6 (7 W (r7 ( 753 @
— R N—

Class + - + + - + - -

Predicted Class M3 + - + + - +

M3 Result v v v v v v v v v v
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Boosting illustration
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Boosting illustration
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Below is the training data and their class
We need to take a note of record numbers, they will help us in weighted sampling later

Data Points

1

2

Class

8 -

7
®
1. 2
4 A S @
Ao /! @ 8@
A9 10




Boosting illustration
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® ® ®
® Model M1 is built, anything above
® the line is - and below the line is +
a a A A 3 out of 10 are misclassified by the
model M1
A A o © These data points will be given
more weight in the re-sampling step
We may miss out on some of the
A A A A o
correctly classified records
Data 3 4 5 6 8 9 10
Class + + - + - + +
Predicted Class M1 - - - - - + +




Boosting illustration

A

/N
A
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The misclassified points 3,4,& 6 have
appeared more often than others in
this weighted sample.

The sample points 9,10 didn’t appear
M2 is built on this data. Anything above
the line is - and below the line is +

M2 is classifying the points 5 & 7
incorrectly.

They will be given more weight in the
next sample

Weighted Sample1

ORI

p N
Class + + - + - + +
Predicted Class M2 + + + + + + + +
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Boosting illustration

» The misclassified points 5 & 7 have
A - ‘ A ‘ appeared more often than others in
A Ll
this weighted sample.
* M3 is built on this data. Anything
A .
‘ A ‘ above the line is - and below the
line is +
M3 is now classifying everything
correctly
Weighted Sample2 6 5 w 3 4 (r5 6 & w (r7 (753 d 7 W
— — N—
Class + - + + - + - - - -
Predicted Class M3 + - + + - + - -
M3 Result v v v v v v v v v v




Boosting illustration

10

» The final model now will be picked on weighted Votes.
» For a given data point more than 2 models seam to be indicating the right class.

W\ statinfer

» For example take point 6, it is classified as - by M1, + by M2 and + by M3, final result will

be +

« Similarly take a point 2, it will be classified as -by M1, -by M2 and + by M3, final result

will be -

» So the final weighted combination of three models predictions will yield in accurate

perdition.
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Theory behind Boosting
Algorithm
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Theory behind Boosting Algorithm

Take the dataset Build a classifier C_ and find the error

Calculate error rate of the classifier
Error rate of ¢,

= Ywil(y; # Cp(x)) / Xw;
=Sum of misclassification weight / sum of sample weights

Calculate an intermediate factor called o. It analogous to accuracy
rate of the model. It will be later used in weight updating. It is
derived from error

OUm= log((l_gm)/‘gm)
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Theory behind Boosting Algorithm..contd

Update weights of each record in the sample using the o factor. The indicator
function will make sure that the misclassifications are given more weight

Fori=1,2...N
Wipq = w;eOml(i#Cm ()
Renormalize so that sum of weights is 1
Repeat this model building and weight update process until we have no
misclassification
Final collation is done by voting from all the models. While taking the votes,
each model is weighted by the accuracy factor o

C = sign(Xa;Ci(x))
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Two-Class Boosted Decision Tree

A boosted decision tree is an ensemble learning method in which the
second tree corrects for the errors of the first tree, the third tree
corrects for the errors of the first and second trees, and so forth

Predictions are based on the entire ensemble of trees together that
makes the prediction

when properly configured, boosted decision trees are the easiest
methods to get top performance on a wide variety of machine learning
tasks

They are more memory-intensive learners, current implementation
holds everything in memory

Boosted decision tree model might not be able to process the very
large datasets
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Steps - Decision Tree Building

The Decision Tree has the following parameters:

Create trainer mode

Maximum number of leaves per tree

Minimum number of samples per leaf node

Learning rate

Number of trees constructed
Random number seed

Allow unknown categorical levels

If you are sure about what to be specified for the parameters then select Single
Parameter, else select Parameter Range which allows you to select multiple
values and fin the optimal parameters using Tune Model HyperParameters.

This indicates the maximum number of the last level nodes. Should be choose
optimal, higher values may lead to overfitting and longer training time, lower
values may underfit the data.

This indicates the minimum number of observations that a terminal node should
contain for an applied split condition

This takes a value between 0 to 1 which defines the step size. This determines
how fast or slow the decisions are taken to achieve the optimal solution, if
small it takes longer time, if large it may overshoot the optimal solution.

This indicates the number of decision trees that should be created. Since we
are not using ensemble modal choose 1.

Type an non-negative integer value if you want the same data to be used at
each run.

If checked, the test data can contain variables that are not in the training.
These variables does not affect the prediction.
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Steps - Decision Tree Building

Drag and drop the Dataset into the canvas

Drag and drop Two-Class Boosted Decision Tree, Train Model, Score
Model and Evaluate Model

Connect Two-Class Boosted Decision Tree to the first input of Train
Model and Dataset to the Second input of Train Model

Connect the output of Train Model first input of Score Model and
Dataset to the Second input of Score Model

Connect the output of Score Model to the input of Evaluate Model



Steps - Decision Tree Building(Without Boosting)

W\ statinfer

------

iﬁi Ecom_Prod_Train
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Steps - Decision Tree Building(Without Boosting)

Properties: Decision Tree(Without Boosting) Properties: Train Model

4 Two-Class Boosted Decision Tree

Create trainer mode

Single Parameter b
PMaximum number of leaves per tree 4 Train Model
11
Label column

rMinimum number of samples per leaf node
10 Selected columns:
Column names: Category

Learning rate

0.1 Launch column selector

Mumber of trees constructed

1

Random number seed

L Allow unknown categorical levels
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Steps - Decision Tree Building(Without Boosting)
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Steps - Decision Tree Building(Without Boosting)
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Accuracy

4 Metrics
Overall accuracy 0.686713
Average accuracy 0.930381
Micro-averaged precision 0.686713
Macro-averaged precision 0.717103
Micro-averaged recall 0.686713
Macro-averaged recall 0.564385
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Steps - Decision Tree Building(Without Boosting)

Confusion Matrix Predicted
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Steps - Decision Tree Building(Boosting)

W\ statinfer

iﬁi Ecom_Prod_Train

AT Select Columns in O v FT Select Columns
[==:]
. Add Columns '




Steps - Decision Tree Building(Boosting)
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Properties: Decision Tree(Boosting)

4 Two-Class Boosted Decision Tree

Create trainer mode

Single Parameter

Maximum number of leaves per tree

Properties: Train Model

30

Minimum number of samples per leaf node

30

Learning rate

0.1

4 Train Model

Label column

Selected columns:
Column names: Category

Launch column selector

Mumber of trees constructed

40

Random number seed

L Allow unknown categorical levels




W\ statinfer

Steps - Decision Tree Building(Boosting)
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Steps - Decision Tree Building(Boosting)
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Accuracy

4 Metrics
Owerall accuracy 0.794403
Average accuracy 0.954312
Micro-averaged precision 0.794403
Macro-averaged precision 0.783649
Micro-averaged recall 0.794403
Macro-averaged recall 0.726485




Steps - Decision Tree Building(Boosting)
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*Confusion Matrix

Predicted

Actual

Appliances

Zamara

| pmacad

Laptops

Fohil=s

Parzonal..

Tabla=

Fa
%
%:4%

b:’qr_ i, e iz

2.49% | 7.69% | 9.29% 1.49%
1.39 2.29 1.49
2.69% | 4.19% | 2.8% | 0.1%
0.2% | 0.49% 3.19%
0.1% | 0.29% | 46.5% | 2.6%

0.8% | 17.39 | 19.79% 1.69% | 46.69% | 5.49% 5,79

1.49% 1.49% 1.396 0.2%

0.8% | 0.4% | 0.29% | 0.3% | 12.6%

2.09 0.69 | 10.89%
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Steps - Decision Tree Building(Combined)
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Thank you
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Part 12/12: Cluster Analysis

Machine Learning Made Easy
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Cluster Analysis
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Contents

Introduction to Segmentation & Cluster analysis
Applications of Cluster Analysis

Types of Clusters

Similarity measure

K-Means clustering

The Algorithm

Building clusters

Deciding the cluster numbers

Working with non-numerical data
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What is the need of segmentation?

Problem:

10,000 Customers - we know their age, city name, income,
employment status, designation

You have to sell 100 smart phones(each costs $1000) to the people in
this group. You have maximum of 7 days

If you start giving demos to each individual, 10,000 demos will take
more than one year. How will you sell maximum number of phones by
giving minimum number of demos?
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What is the need of segmentation?

Solution

-Partition the whole population into Unemployed
groups and Age>40

-Same type of customers should be

clubbed together Employed and

Nic._cirmsi . Unemployed Low Salary
Dis-similar customers should not be in and Age<40

the same group

Employed and
High Salary
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Segmentation and Cluster Analysis

Cluster is a group of similar objects (cases, points, observations, examples,
members, customers, patients, locations, etc)

Finding the groups of cases/observations/ objects in the population such that
the objects are

Homogeneous within the group (high intra-class similarity)
Heterogeneous between the groups(low inter-class similarity )
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Segmentation and Cluster Analysis
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Applications of Cluster Analysis

Market Segmentation: Grouping people (with the willingness,
purchasing power, and the authority to buy) according to their
similarity

Sales Segmentation: Clustering can tell you what types of customers
buy what products

Credit Risk: Segmentation of customers based on their credit history

Operations: High performer segmentation & promotions based on
person’s performance

Insurance: Identifying groups of motor insurance policy holders with a
high average claim cost.
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Types of Clusters

Two most widely used methods

Partitional clustering or non-hierarchical

*Hierarchical clustering
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Partitional clustering or non-hierarchical

A division of dataset into non-overlapping subsets (clusters)

The non-hierarchical methods divide a dataset of N objects into M
clusters.

K-means clustering, a non-hierarchical technique, is the most
commonly used one in business analytics
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Hierarchical clustering

*Nested clusters
A set of nested clusters organized as a hierarchical tree
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Dissimilarity & Similarity
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Dissimilarity & Similarity

W\ statinfer

Cust1 68 Which two customers are similar?

Cust2 72

Cust3 100

Weight Age
Custl 68 25
ue Which two customers are similar now?

Cust?2 72 70

Cust3 100 28

Weight Age Income

Custl 68 25 60,000 Which t X
Cust?2 72 70 9,000 ich two customers are

similar in this case?
Cust3 100 28 62,000
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Quantify dissimilarity -Distance measures

To measure similarity between two observations a distance measure is
needed. With a single variable, similarity is straightforward

Example: income - two individuals are similar if their income level is
similar and the level of dissimilarity increases as the income gap
increases

Multiple variables require an aggregate distance measure

Many characteristics (e.g. income, age, consumption habits, family
composition, owning a car, education level, job...), it becomes more
difficult to define similarity with a single value

The most known measure of distance is the Euclidean distance, which
is the concept we use in everyday life for spatial coordinates.



Examples of distances

\/Z(Xik — Xk )2 Euclidian Distance

k=1

i‘xik - Xjk‘ Manhattan distance
k=1

I'(Xik , Xjk) Correlation -Similarity measure

max\xik = X Chebyshev distance
k

W\ statinfer

Other distance measures:
Minkowski

Mahalanobis

maximum distance
Cosine similarity
Jacob’s distance
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Generalised distance measure

Minkowski distance

D:c{/(|x_ —X. [T+x. =x. [T+AHx —x. 1)
1 2 ]2 ke Jk

(Xi1s Xizs -y Xik) (Xj1, Xj2, -5 Xj) @re two k-dimensional data points

» Substitute g=1 in the above formula, D is Manhattan distance

» Substitute g=2 in the above formula, D is Euclidian distance
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Distance Matrix

d21) 0

Xn1 = Xnf - Xnpp d(nl) dn2) .. .. 0O
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Calculating the distance

* Cust1 vs Cust? :- (68-72)= 4

Custl 68 . Cust2 vs Cust3 :- (72-100) = 28
Cust2 72 Cust3 vs Cust1 :- (100-68) =32
custs 100 ° Cust3vs Custt :- (100-68) =

Weight Age . Cust1 vs Cust2 :- sqrt((68-72)*2 + (25-70)"2)=44.9

Custl 68 2> . Cust2 vs Cust3 :- 50.54

Cust2 72 70
Cust3 100 28  Cust3 vs Cust1 :- 32.14
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LAB: Calculation of distance

Import the data Data:
“./Credit_Score_ Expenses/Credit Score_ Expenses.csv”

Calculate the pairwise distances
Which two customers are close to each other?
Which two customers are very dis-similar?
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Steps - Calculation of distance

Drag and drop the Dataset into the canvas
Drag and drop K - Means Clustering into the canvas

Drag and drop Train Clustering Model, connect K - Means Clustering to the
first input and Dataset to the second input

Drag and drop Edit Metadata, connect the second output of Train Clustering
Model to the input of it

Drag and drop Apply Math Operation, connect Edit Metadata to it
Drag and drop Execute R Script, connect Apply Math Operation to it
Click on run visualize the first output of Execute R Script

Note: Select the properties for K - Means Clustering, Train Clustering Model,
Edit Metadata, Apply Math Operation, Execute R Script before run
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Steps - Calculation of distance

Fig1: Clustering - Credit Score Expenses

@ “-Means Clusterimg i Credit_5core_Expenses.csv

R

@ Train Clustering Model

BB Egit Metadata v

R

2||| Apply BMath Operation '

—

fﬁ*. Ewecute B Script '



Steps - Calculation of distance
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Fig2: Properties - K-Means Clustering

Properties Project

4 K-Means Clustering

Create trainer mode

| Single Parameter

Mumber of Centroids

IE

Initialization

| kK-MMeans++

Random number sead

Metric

| Euclidean

[terations

[ 100

Assign Label Mode

| Ignore label column

Fig3: Properties - Train Clustering Model

Properties Project

4 Train Clustering Model

Column Set

Selected columns:
All columns
Exclude column names: Cust_id

Launch column selector

() Check for Append or Uncheck for Result O...

www.statinfer.com
Machine Learning Made Easy



Steps - Calculation of distance

Fig4: Properties - Edit Metadata
Properties Project

4 Edit Metadata

Column

Selected columns:
All columns
All features

Launch column selector

Data type

| Unchanged ¥ |
Categorical

| Unchanged v |
Fields

| Unchanged v |

Mew column names

www.statinfer.com
Machine Learning Made Easy

Fig5: Properties - Apply Math Operation

Properties Project

4 Apply Math Operation
Category

| Rounding

Rounding operation

| RoundDown

Precision Type

| Constant

Constant Precision

[ o

Column set

Selected columns:
Column type: Double, All

Launch column selector

Cutput mode

Inplace

W\ statinfer
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Steps - Calculation of distance

Fig6: R-Script - Sorting Fig7: Clusters

10,000
A . Cluster 2
P 5{” f'l‘t Nﬁ,.U'DU' . Cluster 1
T £4,000 B coster
. E’Z.-U'UU' . Cluster 3
1 datasetl <- maml.mapInputPort(1) # class: data.frame S . ) ) B cser0
2 g ’ ’
. 2,000
3 Order<-datasetl[order(datasetifdssignments), ] -
-4.000
4
n n -6,000
5 manl.mapOutputPort("Order");
-2,000
-10,000

-10,000-8,000-6,000 -4,000-2,000 0 2,000 4,000 6,000 8000 10,000

Principal Component 1

www.statinfer.com
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Steps - Calculation of distance
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Aszsignments

Fig8: Clustering - Distance Matrix

DistancesToClusterCenter  DistancesToClusterCenter  DistancesToClusterCenter

no.0 no.1 no.2
“"I i i1 L
a a 16950 5678
1 16950 a 22628
2 56/8 22628 a
3 15210 1648 20588
4 2528 14429 8193

www.statinfer.com
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Clustering algorithms
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Clustering algorithms

k-means clustering algorithm

Fuzzy c-means clustering algorithm
Hierarchical clustering algorithm
Gaussian(EM) clustering algorithm

Quality Threshold (QT) clustering algorithm
MST based clustering algorithm

Density based clustering algorithm

kernel k-means clustering algorithm

NOTE: As of now only K-Means clustering is available in Azure, If you want to use
other types of clustering write an R-Script using Execute R-Script module
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K -Means Clustering - Algorithm

The number k of clusters is fixed

An initial set of k “seeds” (aggregation centres) is provided

First k elements

Other seeds (randomly selected or explicitly defined)
Given a certain fixed threshold, all units are assighed to the nearest cluster seed
New seeds are computed

Go back to step 3 until no reclassification is necessary
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K -Means Clustering - Algorithm

In simple terms

Initialize k cluster centres
—1Do
Assignment step: Assign each data point to its closest cluster center
Re-estimation step: Re-compute cluster centers
While (there are still changes in the cluster centers)
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K-Means clustering

Overall population
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K-Means clustering

Fix the number of
clusters
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K-Means clustering

Calculate the distance of
each case from all
clusters
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K-Means clustering

Assign each case to
nearest cluster
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K-Means clustering

Re calculate the cluster
centers
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K-Means clustering
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K-Means clustering
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K-Means clustering
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K-Means clustering
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K-Means clustering
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K-Means clustering
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K-Means clustering

Reassign after changing
the cluster centers
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K-Means clustering
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K-Means clustering

Continue till there is no

@ significant change
@ Q @ between two iterations
[
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K -Means Clustering - Algorithm

In simple terms

Initialize k cluster centres
—1Do
Assignment step: Assign each data point to its closest cluster center
Re-estimation step: Re-compute cluster centers
While (there are still changes in the cluster centers)



W\ statinfer

K Means clustering in action

Dividing the data into 10 clusters using K-Means

oGl il

100 - v - ' . -
80' I- oi -~ g 3

150
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K -Means Clustering — Properties

The K-Means Clustering has the following parameters:

Create trainer mode
Single Parameter

Number of Centroid

Initialization

Random number seed

Metric
Iterations

Assign Label Mode

Parameter Range

Range for Number of Centroids

Initialization for Sweep

Random number seed

Metric
Iterations

Assign Label Mode

If you know the exact parameters to choose then choose Single Parameter,
else choose Parameter Range and go for Sweep Clustering

Number of clusters the algorithm should begin with, the algorithm starts
with this number of clusters and iterates to find the best fit

Specify the algorithm that is used define the initial configuration of cluster

Provide some value so that, whenever we choose this value we get the same
data for analysis, when we use Parameter Sweep we can also mention the
Number of seeds to sweep ie., number of different seeds to start with

Choose a metric for measuring the distance between cluster vectors, or
between new data points and the randomly chosen centroid

Number of times the algorithm must be iterated before finalizing the
centroid

If we use label column in the dataset then choose one of the options
How it should be handled
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K -Means Clustering — Properties

Initialization or Initialization for Sweep Parameter of the K-Means
clustering has the following options:

First N

Random

K-Means++

K-Means++Fast.

Evenly

Use label column

Some initial number of data points are chosen from the
dataset as the initial means, also called Forgy method

It randomly places a data points in the cluster and
computes the initial mean which will be the centroids od
the randomly assigned points in the cluster, also called
Random Partition method

It specifies a procedure to initialize the cluster centers
before proceeding with the standard k-means
optimization iterations

Optimized K-Means ++ algorithm for fast clustering

Centroids are selected in such a way that they are
equidistant from each other in d-dimensional space of n
data points

Centroids are selected based on the label column values



K -Means Clustering — Properties
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Metric Parameter of the K-Means clustering has the following options:

Euclidean

Cosine

(NN

D00

This metric is used to calculate the distance between the numeric
variables
It squares the difference in value at each point and sums it up

Formula: n
\/Z (xik — X
k=1

This is most commonly used similarity metric in text analytics

This metric calculates the angle between two vectors

If the value is equal to 1(cos 0) two vectors are similar, else if the value
is equal to O(cos 90) two vectors are dissimilar
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K -Means Clustering — Properties

Assign Label Mode Parameter of the K-Means clustering has the
following options:

The label column in the dataset is ignored while building

Ignore label column the model

The label column is used for building the model. If there
Fill missing values are missing values in the label column then it is imputed
using the other features

The label column values are replaced with the values of

Overwrite from closest to center predicted labels of the point that is closest to the centroid
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LAB: Building Clusters using K-Means

A Supermarket wanted to send some promotional coupons to 100
families

The idea is to identify 100 customers with medium income and low
recent spends
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Steps - Building Clusters using K-Means

Drag and drop the Dataset into the canvas
Drag and drop K - Means Clustering into the canvas

Drag and drop Train Clustering Model, connect K - Means Clustering
to the first input and Dataset to the second input

Drag and drop Edit Metadata, connect the second output of Train
Clustering Model to the input of it

Drag and drop four Split Data, connect one below the other, connect
the first one with Edit Metadata

Drag and drop five Compute Elementary Statistics, connect them to
first output of each Split Data, in the last one connect in both the
outputs
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Steps - Building Clusters using K-Means

Drag and drop four Add Rows, Connect Compute Elementary
Statistics to it as shown in the fig-9

Click run and visualize the output of Last Add Rows, Edit Metadata
and second output of Train Clustering Model

Note: Select the properties for K - Means Clustering, Train Clustering Model, Edit
Metadata, Split Data and Compute Elementary Statistics before run
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Steps - Building Clusters using K-Means

Fig9: K- ing - t Coupons
@ K-Means Clustering & Super_market_Coupons.csy
@ Traim Clustering Mod=l
=] i
T Edit Metadsts i
-———— 3] i
- T Split Data et
E'” Computs Elementany Statisti.. - {—._;
B i
ET Split Data L 4
- f_}
-
I| Compube Elementany Statisti... " Split Data e

M . Split Data
I| Compute Elementany Statistio .. / \
"h-l'f

Zﬂ Compute Blemeamany Statisti_

‘é.m!_'rj Add Rows . Cormpute Blementary Statisti
0\’
Add Riows
‘\*
Add Rows
0\'
L

B =
=ET Add Rows



Steps - Building Clusters using K-Means
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Fig10: Properties - K-Means Clustering Fig11: Properties -
Properties Project

4 K-Means Clustering

Create trainer mode

| Single Parameter T |

Number of Centroids Properties Project

IE | 4 Train Clustering Model

Initialization Column Set

| K-Means++ b |

Selected columns:

Random number seed All columns
I | Exclude column names: cust_id

Meatric Launch column selector

| Euclidean v | W Check for Append or Uncheck for Result O...

Iterations

[100 l

Assign Label Mode

| Ignore label column T |
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Fig12: Properties - Edit Metadata

Properties Project

4 Edit Metadata

Column

Selected columns:
All columns
All features

Launch column selector

Data type

| Unchanged ¥ |
Categorical

| Unchanged ¥ |
Fields

| Unchanged v |

Mew column names
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Fig13: Properties - Split Data1

Properties  Project

4 5plit Data

Splitting mode

Relative Expression ¥

Relational expression

\"Assignments" ==
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Fig14: Properties - Split Data2 Fig15: Properties - Split Data3
Properties Project Properties Project
4 Split Data 4 Split Data
Splitting mode Splitting mode
Relative Expression Y Relative Expression Y
Relational expression Relational expression
\"ﬁtisignments" == \"Assignments" ==
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Steps - Building Clusters using K-Means

Fig16: Properties - Split Data4 Fig17: Properties - Compute Linear Correlation(same for all)

Properties Project
Properties Project

4 Compute Elementary Statistics

4 Split Data Method

Mean ¥

Splitting mode

Column set
; i Y
Relative Expression Selected columns:
) ) Column names:

Relational EXpression age Estimated_income, recent_spends, family_si

1 3

\"Assignments" ==

Launch column selector
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Fig18: Centres

Mean(age) Mean(Estimated_income) Mean(recent_spends) Mean(family_size) Mean{Avg_visits_p
“‘H ‘I | | 11 m 1 11
51.547812  701.721232 1919.886916 1.903566 5466775

51 142000 25181.23303 5 10

2.700735 1572.062792 455.668536 1424302 5.603874
5485742 57507 10047427 2285714 7857142
5362069  15255.613027 4974 679002 2242042 5417625
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Advantages

Very less computation time. This is a huge advantage if you are
dealing with large datasets.

Scaling up is easy and interpretation is simple
Easy to understand and interpret
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Disadvantages of K-Means

We need to choose the number of clusters k, in advance. At times
choosing K is not an easy job

Effective for numerical data. Calculating centroid and Euclidian
distance requires all the values to be numerical

Not suitable for data with outliers and noise. This type of input data
results into clusters with non-homogenous cases in one cluster.

Either clean the data for outliers before applying algorithm
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Choosing Number of Clusters - K

If you are not sure with choosing the number of clusters, then go for

Sweep Clustering

In Sweep Clustering we have the following parameters

Metric for measuring clustering result

Specify parameter sweeping mode
Maximum number of runs on random sweep
Random seed

Column Set

Check for Append or Uncheck for Result
Only

Algorithm for choosing the best fit for clusters

The values which should be used while training(Entire Grid or
Random Sweep)

If Random Sweep is selected, enter a value to limit the number of
iterations

If Random Sweep is selected, specify a initial seed value so that the
values does not change at each run

Select the columns based on which the cluster should be built

If checked, it appends the Assignments and Distance matrix to the
dataset, else it returns only the Assignments and Distance matrix
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Choosing Number of Clusters - K

The Metric for measuring clustering result has four options:

Simplified Silhouette

Davies-Bouldin

Dunn

Average deviation

o0 OO0 OO0 00

oooU

It is a measure of how similar an object is to its own cluster compared to other clusters
Ranges between -1 to 1,where high value indicates that the object is well matched to its
own cluster

If most objects have high values then the configuration of cluster is good

Davies-Bouldin index(DBI) is the ratio of scatter within the cluster and separation between
cluster
It minimize the intra cluster variance and maximize the distance between clusters

Dunn Index(Dl) is calculated based on minimum inter-cluster distance divided by the
maximum cluster size

A higher DI implies better clustering

Whenever we need larger inter-cluster distance and smaller clusters Dann Index can be
used

This is calculated by taking the average distance from each data point to its cluster center
This is not useful if we go for Random Sweep for finding centroids
If you want to use this select sweeping mode as Entire Grid
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Steps - Choosing Number of Clusters - K

Drag and drop the Dataset into the canvas
Drag and drop the K-Means Clustering module in to the canvas

Drag and drop the Sweep Clustering, connect Dataset to the second
input and K-Means Clustering to the first input

Drag and drop Assign to Clusters, connect the first output of the
Sweep Clustering to the first input and Dataset to the second input

Click on run, visualize the second and third output of Sweep
Clustering and the output of Assign to Clusters

Note: select the properties of K-Means Clustering and Sweep Clustering before
run
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Steps - Choosing Number of Clusters - K

Fig19: K-Means Clustering with Parameter Sweep

_ =
@ K-Means Clustering w, =r=1 Super_market_Coupons.csv

@ Sweep Clustering v

—

Assign Data to Clusters '
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Steps - Choosing Number of Clusters - K

Fig20: Properties - K-Means Clustering Fig21: Properties - Sweep Clustering
Properties Project

4 K-Means Clustering

Create trainer mode

| Parameter Range v | Properties Project
Range for Number of Centroids 4 Sweep Clustering
I Use Range Builder
I 2345 I Metric for measuring clustering result

N | Average Deviation A |
Initialization for sweep
| K-Means+= hd | Specify parameter sweeping mode
Random number seed | Entire grid ¥ |
I 20 I Column Set
Mumber of seeds to sweep Seleched columns:
I 10 I All columns

Bxclude column names: cust_id

Metric
| Euclidean - | Launch column selector
lterations I# Check for Append or Uncheck for Result Only
[ 100 |

Assign Label Mode

| Ignare label column r |
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Steps - Choosing Number of Clusters - K

Fig22: Sweep Results at each Iteration Fig23: Clusters

Cluster Metric  NMumber of Centroids  Index of Run

100,000
W I
35

.Custer1

2392830504 3 5 50,000 B custero
2423485656 5 30 % B custer
2423485656 5 32 S o R
2473485656 5 33 E = Cluster 2
2423483656 5 34 En_.cm

2423485656 5 36 E

2473485656 5 37 B

2423485656 5 38 |

2423485656 5 39 150,000

2714374167 5 31 |

2738666107 4 22 -

2777 756029 4 35 -200,000 150,000 100,000 50,000 0 50,000 100,000

Principal Component 1
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Fig24: Result Dataset with Assighments and Distance Matrix

DistancesToClusterCenter

cust_id age Estimated_income  receni_spends family_size  Awg_visits_permeonth  Assignments e

M il 1 ] . |

1 30 3300 TIET226 4 1890 440886
2 46 12454 128922027 3 3 0 A7a4 AT1a412
3 76 a ad g L271.056529
4 38 3000 75967031 3 3 2400.8005

5 e 2500 2429 23975 2272 552038
b 24 750 745 959525 5 4345 26128
7 68 0368876 3 5289983057
g 38 1300 D842 62435 3 g 0 o532 3202

] 62 | a 3 5271.042452
10 29 2231 2213187825 6 2584 89376
1 45 3326 32.55775E 3 2 2N1.612104
12 27 Ted 5134507 g 45354372
13 31 2000 B8.528158 3 b 336514324
14 67 0 0 4 15271.0458889
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Data Standardisation
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Actual Data

Custid Debt Ratio Credit Limit

DistancesToClusterCenter
no.d

DistancesToClusterCenter
no. 1

DistancesToClusterCenter
no.2

a
100.00084
04

DistancesToClusterCenter
na.0

I
100.00084
0
100.000001

DistancesToClusterCenter
no.1

04
100.000001
0

DistancesToClusterCenter
no.2

Assignments
m | . 1 . . . 1]
Distance Matrix
1 0 S000 0
ZZ =i 5100 1
3 0.8 S000 2
o XxX—mean(x
Standardised value = ()
sd(x)
Standardised data
Custid Debt Ratio Credit Limit )
Assignments
I“ | I | I Distance Matrix | | |
1 -0.355792  -0.57735 ;
= -0 5892548 1154702 1
Z3 1.1543349 -0.57735

Z

0
2464267
171032

2464267
0
1732579

I
1710132
1732579
0
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Conclusion
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Conclusion

K - means is a partitional clustering algorithm.
K-Means is an unsupervised learning method

There are other methods too. Some algorithms work well on a certain
type of problems.

Hierarchical Clustering, Density-based ,Grid-based Clustering,Model-based
Clustering, Frequent pattern-based Clustering

Try multiple times to decide the right K-value
Clustering is also used in text mining

Document clustering
News articles clustering
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Non- Numerical Data
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Distance Measure for Non- Numeric data

Distance measure for Binary Variables/Flag Variable/Indicator variable
/ Boolean Variable

Point XJ-

1 0

Point X;

A

A+B

C

C+D

A+C

B+D

A+B+C+D

B+C

A+B+C+D
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Distance Measure For binary Variables

Customer ID | House Loan S Gender Marital Premier
Customer Status Customer
Yes Yes M No No

C001
C002 Yes No M Yes No
C002
1-Yes 0-No
1-Yes 2 1
C001 0-No 1 1
5
d = B+C

A+B+C+D
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Distance Measure For binary Variables

Customer ID | House Loan DAL Gender Marital Premier
Customer Status Customer
Yes Yes M No No

C001
C002 Yes No M Yes No
C002
1-Yes 0-No
1-Yes 2 1
001 0-No 1 1
5
d = B+C

A-rB-C+D Distance (Dis-similarity) =2/5
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Distance Measure for Categorical Variables

Categorical variables are a generalization of the binary variables that
can take more than two values

We can create multiple binary variables(dummy variables) from one
categorical variable. If there are ten classes in a categorical variable
then we can create ten dummy variables (Nine are sufficient)

East 1 0 0 0
West 0 1 0 0
North 0 0 1 0
South 0 0 0 1
West 0 1 0 0
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Distance Measure for Categorical Variables

Categorical values have lot of classes we can simply calculate the
distance by considering Matching vs Non-Matching Cases

K - Number of variables
S - Number matching Cases

— N-S
d N
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Distance Measure for Categorical Variables

EAST Premier
NORTH B D Yes Premier
3 NORTH B H Yes Basic
d(1,2)= (5-1)/5=4/5
d(1,3)= (5-0)/5=5/5
d(2,3)= (5-3)/5=2/5
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Centroid for Non-Numerical data

Cluster mean is not possible for categorical data
We can use two metrics as central tendencies
Mode

Most occurring class is one more measure of central tendency like mean

Medoids

Medoids are similar in concept to means or centroids, but medoids are always
members of the data set. Medoids are most commonly used on data when a mean
or centroid cannot be defined

Medoid one chosen, centrally located object in the cluster.
Most centrally located observation in a cluster.
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K-Means for Non-Numerical Data: K-modes

Follow the same algorithm but consider below options
*Choose a distance matrix that can handle categorical values
*Choose a centroid that can handle categorical values
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Thank you
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